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Abstract

We present new sufficient convergence conditions for the semilocal convergence of
Newton’s method to a locally unique solution of a nonlinear equation in a Banach space.
We use Hölder and center Hölder conditions, instead of just Hölder conditions, for the
first derivative of the operator involved in the convergence study. The new convergence
conditions are weaker than others required in earlier studies.
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1 Introduction

In general, when we consider the calculation of a solution of a nonlinear equation F (x) = 0,
it is difficult to find an exact solution because there are hardly procedures that allow us to
find it. For this reason, we usually apply iterative methods to approximate the solution.
The best known and most used iterative method in practice is Newton’s method, whose
algorithm is: {

x0 given,

xn = xn−1 − [F ′(xn−1)]−1F (xn−1), n ∈ N.
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So, the idea is clear: starting from a good initial approximation x0 to a solution x∗ of the
equation F (x) = 0, we construct a sequence {xn} such that x∗ = limn→∞ xn, so that it is
needed to impose enough conditions for the sequence is convergent.

To give sufficient generality to our study, we consider that F : Ω ⊆ X −→ Y is a
nonlinear operator defined on a nonempty open convex subset Ω of a Banach space X with
values in a Banach space Y . Many problems from computational sciences, physics and other
disciplines can be brought into a form similar to equation F (x) = 0 using mathematical
modelling. So, the unknowns of this equation can be functions (difference, differential,
and integral equations), vectors (systems of linear or nonlinear algebraic equations), or
real/complex numbers (single algebraic equations with single unknowns).

The fact of considering our study in Banach spaces has the advantage that all sequences
of Cauchy in Banach spaces are convergent. Therefore, in our study, it deals with proving
that {xn} is a sequence of Cauchy. For this, we study the semilocal convergence of Newton’s
method, so that conditions on the starting point x0 and on the operator involved F are
required, along with a condition that guarantee that the sequence {xn} is of Cauchy from
the conditions required to x0 and F .

2 Semilocal convergence of Newton’s method

The first semilocal convergence result for Newton’s method in Banach spaces was given by
Kantorovich [4] under the following conditions:

(C1) There exists Γ0 = [F ′(x0)]−1 ∈ L(Y,X), for some x0 ∈ Ω, with ‖Γ0‖ ≤ β
and ‖Γ0F (x0)‖ ≤ η, where L(Y,X) is the set of bounded linear operators
from Y to X.

(C2) ‖F ′′(x)‖ ≤ K for x ∈ Ω.

(C3) h = Kβη ≤ 1
2 and B(x0, t∗) ⊂ Ω, where t∗ = 1−

√
1−2h
h η.

A few years later, Ortega observes that the second derivative of the operator involved,
F ′′, is not in the algorithm of Newton’s method and that condition (C2) implies that F ′ is
Lipschitz continuous in Ω. In addition, he presents in [6] a variant of the result given by
Kantorovich where (C2) is replaced by a Lipschitz condition for F ′ in Ω; that is:

(C2b) ‖F ′(x)− F ′(y)‖ ≤ K‖x− y‖ for x, y ∈ Ω.

Later, other authors ([1, 3, 5, 7]) consider the following generalization of the last con-
dition:

(C2c) ‖F ′(x)− F ′(y)‖ ≤ #‖x− y‖p for x, y ∈ Ω and p ∈ [0, 1],
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which is known as a Hölder condition for F ′ in Ω. Obviously, if p = 1, then condition (C2c)
is reduced to condition (C2b).

This generalization of condition (C2b) leads to a modification of condition (C3) given for
the parameters appeared previously. So, for example, Hernández proves in [3] the semilocal
convergence of Newton’s method under conditions (C1), (C2c) and

(C3b) a = #βηp ≤ z∗, where z∗ is the unique zero of the function

f(t) = (1 + p)p(1− t)1+p − tp

in the interval (0, 1/2] and B(x0, r) ⊂ Ω, where r = (1+p)(1−a)
(1+p)−(2+p)a η.

In this work, by means of some modifications of condition (C2c), we try to weaken
condition (C3b). Observe that if condition (C2c) is verified in a domain Ω0 ⊂ Ω, the value
of the constant # is obviously lower and, therefore, condition (C3b) is more easily verifiable.
Even if we consider this situation in the extreme case, Ω0 = {x0}, that is:

‖F ′(x)− F ′(x0)‖ ≤ #0‖x− x0‖p with x ∈ Ω and p ∈ [0, 1],

it is clear that #0 ≤ #. Note that the last condition is called: center Hölder condition for F ′

in Ω. As a consequence, we do a brief reminder of the main modifications obtained for the
previous condition and, using recurrent functions [2], obtain a result which improves the
previously ones obtained by other authors.
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