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#### Abstract

The Appell sequences of polynomials can be extended to the Dunkl context, where the ordinary derivative is replaced by Dunkl operator on the real line, and the exponential function is replaced by the so-called Dunkl kernel. In a similar way, the discrete Appell sequences can be extended to the Dunkl context, where the role of the ordinary translation is played by the Dunkl translation, that is a much more intricate operator. In particular, this allows to define the falling factorial polynomials in the Dunkl context. Some numbers closely related to falling factorial are the so called Stirling numbers of the first kind and of the second kind, as well as the Bell numbers and the Bell polynomials. In this paper, we define these numbers and polynomials in the Dunkl context, and prove some of their properties. © 2022 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).


## 1. Introduction

The origin of Stirling numbers of the first and second kind may be found in combinatorics, but they can be also defined in terms of the falling factorial

$$
x^{\underline{k}}=x(x-1) \cdots(x-k+1)=\prod_{j=0}^{k-1}(x-j), \quad k=1,2, \ldots
$$

for $0 \neq x \in \mathbb{R}$ (or $\mathbb{C}$ ), and $x^{0}=1$. Some other notations have been used for these polynomials, here we follow [15] or [12, Section 2.6, p. 47]. Stirling numbers of the first kind $s(n, k)$ are the coefficients in the expansion of the falling factorial

$$
\begin{equation*}
x^{\underline{n}}=\sum_{k=0}^{n} s(n, k) x^{k} \tag{1}
\end{equation*}
$$

[^0]see $[14, \S 50,(3)]$, while Stirling numbers of the second kind $S(n, k)$ are given by
\[

$$
\begin{equation*}
x^{n}=\sum_{k=0}^{n} S(n, k) x^{\underline{k}}, \tag{2}
\end{equation*}
$$

\]

see $[14, \S 58,(2)]$. For these numbers, we are using the notation given in [4], that is very common nowadays, but in the mathematical literature there are some other notation and/or small variation in the definition, such as in [14] or in [12].

The sequence of falling factorial $\left\{x^{\underline{k}}\right\}_{k=0}^{\infty}$ is an example of discrete Appell polynomials. A general discrete Appell sequence $\left\{p_{k}(x)\right\}_{k=0}^{\infty}$ is a sequence of polynomials such that

$$
\begin{equation*}
\Delta p_{k}(x)=p_{k}(x+1)-p_{k}(x)=k p_{k-1}(x), \quad k \geq 1 \tag{3}
\end{equation*}
$$

In this case, the polynomials can be defined by a Taylor generating expansion

$$
\begin{equation*}
A(t)(1+t)^{x}=\sum_{k=0}^{\infty} p_{k}(x) \frac{t^{k}}{k!}, \tag{4}
\end{equation*}
$$

where, from now on, $A(t)$ will denote a function analytic in a disk $|t|<R$ (for a certain $R>0$ that does not play any role), and with $A(0) \neq 0$. Note that the series (4) is convergent in $|t|<\min \{R, 1\}$. When $p_{k}(x)=x^{\underline{k}}$ the generating function is $A(t)=1$.

When we take the derivative operator instead of the discrete operator (3), we obtain the Appell sequences. That is, sequences of polynomials $\left\{P_{k}\right\}_{k=0}^{\infty}$ that satisfy

$$
P_{0}(x)=1, \quad P_{k}^{\prime}(x)=k P_{k-1}(x) .
$$

These polynomials are characterized by a Taylor generating function

$$
\begin{equation*}
A(t) e^{x t}=\sum_{k=0}^{\infty} P_{k}(x) \frac{t^{k}}{k!}, \quad|t|<R, \tag{5}
\end{equation*}
$$

where $A(t)$ is a function analytic on $|t|<R$ (for some $R>0$ ), with $A(0) \neq 0$. Appell polynomials have been widely studied because they have multiple applications to number theory, numerical analysis, combinatorics.. . Taking different analytic functions $A(t)$ in (5), we obtain examples of Appell polynomials such as $\left\{x^{n}\right\}_{n=0}^{\infty}$ with $A(t)=1$, Bernoulli polynomials with $A(t)=\frac{t}{e^{t}-1}$, and Euler polynomials with $A(t)=\frac{2}{e^{t}+1}$.

In [7-9], Appell polynomials are extended to the Dunkl context. That is, the derivative operator is changed by the Dunkl operator

$$
\begin{equation*}
\Lambda_{\alpha} f(x)=\frac{d}{d x} f(x)+\frac{2 \alpha+1}{2}\left(\frac{f(x)-f(-x)}{x}\right) \tag{6}
\end{equation*}
$$

where $\alpha>-1$ is a fixed parameter (see $[10,21]$ ); of course, $(f(x)-f(-x)) / x$ for $x=0$ must be understood as the limit when $x \rightarrow 0$ (this limit exists if the first term $f^{\prime}(0)$ exists). In that setting, an Appell-Dunkl sequence $\left\{P_{k}\right\}_{k=0}^{\infty}$ is a sequence of polynomials that satisfies

$$
\Lambda_{\alpha} P_{k}(x)=\left(k+(\alpha+1 / 2)\left(1-(-1)^{k}\right)\right) P_{k-1}(x)
$$

(instead of $\Lambda_{\alpha} P_{k}=k P_{k-1}$, the previous definition with another multiplicative constant in the place of $k$ is used for convenience with the notation). Of course, in the case $\alpha=-1 / 2$, the operator $\Lambda_{\alpha}$ is the
ordinary derivative and Appell-Dunkl sequences become the classical Appell sequences. To give AppellDunkl sequences by means of a generating function, some extra notation is required that we will explain in Section 2.

To extended discrete Appell polynomials to the Dunkl context, we need an analogous operator to the difference $\Delta f(x)=f(x+1)-f(x)$. From the definition of (6) the role of 0 and 1 in the classical case is played by 1 and -1 in the context Dunkl. Then it is more natural generalize the central difference operator $\Delta_{\mathrm{c}} f(x)=(f(x+1)-f(x-1)) / 2$ instead of $\Delta$ (a somewhat general definition of difference operators can be seen in [24, Section 2.1]). In this case, instead of (3) we obtain

$$
\begin{equation*}
\Delta_{c} q_{k}(x)=k q_{k-1}(x), \quad k \geq 1, \tag{7}
\end{equation*}
$$

and can be also defined using a Taylor generating expansion

$$
A(t)\left(t+\sqrt{1+t^{2}}\right)^{x}=\sum_{k=0}^{\infty} q_{k}(x) \frac{t^{k}}{k!}, \quad|t|<\min \{R, 1\}
$$

where $A(t)$ is a function analytic on $|t|<R$ (for some $R>0$ ) with $A(0) \neq 0$. In [26], using this central operator Bernoulli polynomials of the second kind are defined. When we take $A(t)=1$ the "central factorial" polynomials $f_{k}(x)$ are considered,

$$
\left(t+\sqrt{1+t^{2}}\right)^{x}=\sum_{k=0}^{\infty} f_{k}(x) \frac{t^{k}}{k!}, \quad|t|<1
$$

In [11] the operator $\Delta_{\mathrm{c}}$ has been extended to the Dunkl context, $\Delta_{\alpha}$, in this way:

$$
\Delta_{\alpha} f(x)=(\alpha+1)\left(\tau_{1}-\tau_{-1}\right) f(x),
$$

where $\tau_{y}$ is the Dunkl translation operator of a function $f$ as (see [21])

$$
\begin{equation*}
\tau_{y} f(x)=\sum_{n=0}^{\infty} \Lambda_{\alpha}^{n} f(x) \frac{y^{n}}{\gamma_{n, \alpha}}, \quad \alpha>-1, \tag{8}
\end{equation*}
$$

where $\Lambda_{\alpha}^{0}$ is the identity operator and $\Lambda_{\alpha}^{n+1}=\Lambda_{\alpha}\left(\Lambda_{\alpha}^{n}\right)$. In the case $\alpha=-1 / 2$, the translation $\tau_{y} f$ is just the Taylor expansion of a function $f$ around a fixed point $x$, that is,

$$
f(x+y)=\sum_{n=0}^{\infty} f^{(n)}(x) \frac{y^{n}}{n!},
$$

and $\Delta_{-1 / 2}=\Delta_{c}$. Of course, definition (8) is valid only for $C^{\infty}$ functions, and assuming also that the series on the right is convergent. In particular, this can be guaranteed when $f$ is a polynomial, because the operator $\Lambda_{\alpha}$ applied to a polynomial of degree $k$ generates a polynomial of degree $k-1$, so the series (8) has only a finite quantity on not null summands. Some other properties of the Dunkl translation, including an integral expression that is more general than (8), can be found in [21], [22], and [27].

Discrete Appell-Dunkl polynomials are defined in [11] as a sequence of polynomials $\left\{p_{k, \alpha}(x)\right\}_{k=0}^{\infty}$ such that

$$
\Delta_{\alpha} p_{k, \alpha}(x)=\theta_{k} p_{k-1, \alpha}(x),
$$

for certain constants $\theta_{k}$. There, besides to extend the typical discrete Appell polynomials to the Dunkl case (in particular, the so called Bernoulli polynomials of the second kind, also known as Rey Pastor polynomials,
see $[13,20,2,5]$ ), the analogous sequence of the falling factorial is denoted by $\left\{f_{k, \alpha}\right\}_{k=0}^{\infty}$ and called Dunkl factorial.

Stirling numbers have a great mathematical interest, with many recent papers devoted to the subject, and they have been generalized in many ways. To cite a few, in $[6, \S 18]$ and $[26]$ the authors use different discrete operators to obtain the falling factorial; in $[1,16]$ symmetric polynomials are used and a new combinatorial interpretation is obtained; in [3] an extension of the Möbius function is used in order to generalize the Stirling numbers of the first kind; in $[23,25]$ some properties of Stirling numbers and generalized Stirling type numbers are proved using generating functions.

The aim of this paper is to give the corresponding definitions in the Dunkl case, using instead of $x^{\underline{k}}$ the Dunkl factorial polynomials $f_{k, \alpha}(x)$; we will call these numbers Stirling-Dunkl numbers of the first kind and of the second kind (and order $\alpha>-1$ ), and we will denote them $s^{\alpha}(n, k)$ and $S_{\alpha}(n, k)$, respectively. After Section 2 where some additional details of the Dunkl context are given, this is done in Sections 3 and Sections 4 and, of course, we prove some of their properties. Note that, in the Dunkl case, we are using the "central" factorial (that would correspond to (7) in the case $\alpha=-1 / 2$ ), so we do not recover the classical Stirling numbers in the case $\alpha=-1 / 2$, that are defined using $x^{\underline{k}}$. Finally, in Section 5 we study the so-called Bell-Dunkl numbers (and polynomials), that are an extension to the Dunkl case of the classical Bell numbers (or polynomials), that are closely related with the Stirling numbers of the second kind.

## 2. Details for the Dunkl context

For $\alpha>-1$, let $J_{\alpha}$ denote the Bessel function of order $\alpha$ and, for complex values of the variable $z$, let

$$
\mathcal{I}_{\alpha}(z)=2^{\alpha} \Gamma(\alpha+1) \frac{J_{\alpha}(i z)}{(i z)^{\alpha}}=\Gamma(\alpha+1) \sum_{n=0}^{\infty} \frac{(z / 2)^{2 n}}{n!\Gamma(n+\alpha+1)}={ }_{0} F_{1}\left(\alpha+1, z^{2} / 4\right)
$$

(the function $\mathcal{I}_{\alpha}$ is a small variation of the so-called modified Bessel function of the first kind and order $\alpha$, usually denoted by $I_{\alpha}$; see [29] or [19]). Also, take

$$
E_{\alpha}(z)=\mathcal{I}_{\alpha}(z)+\frac{z}{2(\alpha+1)} \mathcal{I}_{\alpha+1}(z), \quad z \in \mathbb{C} .
$$

For any $\lambda \in \mathbb{C}$, we have

$$
\Lambda_{\alpha} E_{\alpha}(\lambda x)=\lambda E_{\alpha}(\lambda x) .
$$

Let us note that, when $\alpha=-1 / 2$, we have $\Lambda_{-1 / 2}=d / d x$ and $E_{-1 / 2}(\lambda x)=e^{\lambda x}$.
From the definition, it is easy to check that

$$
\begin{equation*}
E_{\alpha}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\gamma_{n, \alpha}}, \quad z \in \mathbb{C} \tag{9}
\end{equation*}
$$

with

$$
\gamma_{n, \alpha}= \begin{cases}2^{2 k} k!(\alpha+1)_{k}, & \text { if } n=2 k  \tag{10}\\ 2^{2 k+1} k!(\alpha+1)_{k+1}, & \text { if } n=2 k+1,\end{cases}
$$

and where $(a)_{n}$ denotes the Pochhammer symbol

$$
(a)_{n}=a(a+1)(a+2) \cdots(a+n-1)=\frac{\Gamma(a+n)}{\Gamma(a)}
$$

(with $a$ a non-negative integer); of course, $\gamma_{n,-1 / 2}=n$ !. From (10), we have

$$
\frac{\gamma_{n, \alpha}}{\gamma_{n-1, \alpha}}=n+(\alpha+1 / 2)\left(1-(-1)^{n}\right)=: \theta_{n, \alpha} .
$$

We also define

$$
\binom{n}{j}_{\alpha}=\frac{\gamma_{n, \alpha}}{\gamma_{j, \alpha} \gamma_{n-j, \alpha}},
$$

that becomes the ordinary binomial numbers in the case $\alpha=-1 / 2$. To simplify the notation we sometimes write $\gamma_{n}=\gamma_{n, \alpha}$ and $\theta_{n}=\theta_{n, \alpha}$.

Then, Appell-Dunkl polynomials may be defined by the generating function

$$
\begin{equation*}
A(t) E_{\alpha}(x t)=\sum_{k=0}^{\infty} \frac{P_{k}(x)}{\gamma_{k, \alpha}} t^{k}, \quad|t|<R \tag{11}
\end{equation*}
$$

where $A(t)$ is a function analytic on $|t|<R$ (for some $R>0$ ) with $A(0) \neq 0$. Taking $A(t)=1 / \mathcal{I}_{\alpha+1}(t)$ in (11) we obtain the Bernoulli-Dunkl polynomials whose properties have been studied in [7], [8] and [17]. In [8], the generalized Bernoulli-Dunkl polynomials of order $r,\left\{\mathfrak{B}_{k, \alpha}^{(r)}(x)\right\}_{k=0}^{\infty}$, are also introduced as

$$
\begin{equation*}
\frac{E_{\alpha}(x t)}{\mathcal{I}_{\alpha+1}(t)^{r}}=\sum_{k=0}^{\infty} \frac{\mathfrak{B}_{k, \alpha}^{(r)}(x)}{\gamma_{k, \alpha}} t^{k}, \quad|t|<s_{1, \alpha} \tag{12}
\end{equation*}
$$

where $s_{1, \alpha}$ is the first positive zero of $J_{\alpha+1}(z)$.
As we have seen, in order to generalize the discrete operator $\Delta f$ or $\Delta_{\mathrm{c}} f$ in the Dunkl context, we have introduced the Dunkl translation operator in (8). It is clear that $\tau_{y}$ commutes with the Dunk operator $\Lambda_{\alpha}$. A nice property of the Dunkl translation, that resembles the Newton binomial $(x+y)^{n}=\sum_{k=0}^{n}\binom{n}{k} y^{k} x^{n-k}$, is the following:

$$
\tau_{y}\left((\cdot)^{n}\right)(x)=\sum_{k=0}^{n}\binom{n}{k}_{\alpha} y^{k} x^{n-k}
$$

Because $\binom{n}{k}_{\alpha}=\binom{n}{n-k}$, this implies that $\tau_{y}\left((\cdot)^{n}\right)(x)=\tau_{x}\left((\cdot)^{n}\right)(y)$. Then, $\tau_{y} f(x)=\tau_{x} f(y)$ for polynomials, and it is also true for general functions. Moreover this operator is commutative, that is, $\tau_{a} \tau_{b}=\tau_{b} \tau_{a}$ as we can see in [8].

The Dunkl translation has a nice behavior when applies to the function $E_{\alpha}$; we have the identity [21, formula (4.2.2)]

$$
\tau_{y}\left(E_{\alpha}(t \cdot)\right)(x)=E_{\alpha}(t x) E_{\alpha}(t y)
$$

In the case $\alpha=-1 / 2$, this identity becomes $e^{t(x+y)}=e^{t x} e^{t y}$.
Many properties of the Appell sequences of polynomials can be adapted to the Appell-Dunkl sequences using the Dunkl translation operator as we can see in [7] and [8].

We denote

$$
G_{\alpha}(z)=z \mathcal{I}_{\alpha+1}(z)=z_{0} F_{1}\left(\alpha+2, z^{2} / 4\right)=\Gamma(\alpha+1) \sum_{n=0}^{\infty} \frac{z^{2 n+1}}{2^{2 n} n!\Gamma(n+\alpha+1)}, \quad z \in \mathbb{C} .
$$

This function is odd, non-negative for $z>0$, and increasing (for $z>0$, the derivative term by term of the series is positive), so there exists the inverse function, $G_{\alpha}^{-1}(z)$. The function $G_{\alpha}^{-1}$ will have a power expansion around 0 that will converge in a certain disk of radius $R_{\alpha}$. As we can see in [11] the generating function of a discrete Appell-Dunkl sequence $\left\{p_{k, \alpha}\right\}_{k=0}^{\infty}$ is

$$
\begin{equation*}
A(t) E_{\alpha}\left(x G_{\alpha}^{-1}(t)\right)=\sum_{k=0}^{\infty} p_{k, \alpha}(x) \frac{t^{k}}{\gamma_{k, \alpha}}, \quad|t|<\min \left\{R, R_{\alpha}\right\}, \tag{13}
\end{equation*}
$$

where $A(t)$ is a function analytic on $|t|<R$ (for some $R>0$ ) with $A(0) \neq 0$. That is, in the Dunkl context $E_{\alpha}\left(x G_{\alpha}^{-1}(t)\right)$ plays the role of $\left(t+\sqrt{1+t^{2}}\right)^{x}$ in the classical case.

For the Dunkl case, let us take (13) with $A(t)=1$. Then, we can say that the Dunkl factorial (or Dunkl "central" factorial) are the polynomials $\left\{f_{k, \alpha}(x)\right\}_{k=0}^{\infty}$ whose generating function is

$$
\begin{equation*}
E_{\alpha}\left(x G_{\alpha}^{-1}(t)\right)=\sum_{k=0}^{\infty} f_{k, \alpha}(x) \frac{t^{k}}{\gamma_{k, \alpha}}, \quad|t|<R_{\alpha} \tag{14}
\end{equation*}
$$

It is not difficult to check that the first Dunkl factorial polynomials are

$$
\begin{aligned}
& f_{0, \alpha}(x)=1, \quad f_{1, \alpha}(x)=x, \quad f_{2, \alpha}(x)=x^{2}, \\
& f_{3, \alpha}(x)=x^{3}-x, \quad f_{4, \alpha}(x)=x^{4}-4 x^{2}, \\
& f_{5, \alpha}(x)=x^{5}-\frac{6(\alpha+3) x^{3}}{\alpha+2}+\frac{(5 \alpha+16) x}{\alpha+2}, \\
& f_{6, \alpha}(x)=x^{6}-\frac{12(\alpha+3) x^{4}}{\alpha+2}+\frac{6(6 \alpha+19) x^{2}}{\alpha+2}, \\
& f_{7, \alpha}(x)=x^{7}-\frac{15(\alpha+4) x^{5}}{\alpha+2}+\frac{9(\alpha+4)(7 \alpha+22) x^{3}}{(\alpha+2)^{2}}-\frac{(7 \alpha+26)^{2} x}{(\alpha+2)^{2}} .
\end{aligned}
$$

It is perhaps surprising that the polynomials $f_{k, \alpha}$ do not have any recognizable pattern. But the same happens when the falling factorials are defined in other contexts; indeed, this is what happens in $[6, \S 18]$, where they are called factor polynomials (a more detailed explanation of the similarities and the differences between the context in [6] and our context can be found in [8, Remark 1]).

In the classical case, if $\left\{p_{k}(x)\right\}_{k=0}^{\infty}$ is a discrete Appell sequence (that is, it is defined as in (4)), they satisfy

$$
p_{k}(x+y)=\sum_{j=0}^{k}\binom{k}{j} p_{j}(x) y \underline{\underline{k-j}} .
$$

In [11], the analogous formula for the Appell-Dunkl polynomials is proved where $f_{k, \alpha}(y)$ plays the role of the factorial polynomials $y^{\underline{k}}$. In this context, if $\left\{p_{k, \alpha}(x)\right\}_{k=0}^{\infty}, \alpha>-1$, is a discrete Appell-Dunkl sequence of polynomials defined by (13), then

$$
\tau_{y}\left(p_{k, \alpha}(\cdot)\right)(x)=\sum_{j=0}^{k}\binom{k}{j}_{\alpha} p_{j, \alpha}(x) f_{k-j, \alpha}(y) .
$$

An example of discrete Appell-Dunkl polynomials are the generalized Bernoulli-Dunkl polynomials defined in (12) of order $k+1, \mathfrak{B}_{k, \alpha}^{(k+1)}(x)$, because from [8, Theorem 8.2]), they satisfy

$$
\Delta_{\alpha} \mathfrak{B}_{k, \alpha}^{(k+1)}(x)=(\alpha+1)\left(\tau_{1} \mathfrak{B}_{k, \alpha}^{(k+1)}(x)-\tau_{-1} \mathfrak{B}_{k, \alpha}^{(k+1)}(x)\right)=\Lambda_{\alpha}\left(\mathfrak{B}_{k, \alpha}^{(k)}\right)(x)=\theta_{k, \alpha} \mathfrak{B}_{k-1, \alpha}^{(k)}(x) .
$$

From [8, Theorem 8.3] we know that

$$
\begin{equation*}
\tau_{y}\left(\mathfrak{B}_{k}^{(r+s)}\right)(x)=\sum_{j=0}^{k}\binom{k}{j}_{\alpha} \mathfrak{B}_{j}^{(r)}(x) \mathfrak{B}_{k-j}^{(s)}(y) . \tag{15}
\end{equation*}
$$

Taking $r=k, s=0$ and $y=0$ in (15) we can write

$$
\begin{equation*}
\mathfrak{B}_{k, \alpha}^{(k)}(x)=\sum_{j=0}^{k}\binom{k}{j}_{\alpha} \mathfrak{B}_{j, \alpha}^{(k)}(0) x^{k-j} . \tag{16}
\end{equation*}
$$

In Theorem 5.1 of [11] the falling-Dunkl polynomials $\left\{f_{k, \alpha}(x)\right\}$ are expressed in terms of generalized Bernoulli-Dunkl polynomials $\left\{\mathfrak{B}_{k, \alpha}^{(k)}(x)\right\}$ as follows (see [11]):

$$
f_{k, \alpha}(x)=\frac{x}{k} \frac{d}{d x} \mathfrak{B}_{k, \alpha}^{(k)}(x), \quad k=1,2, \ldots
$$

So, derivating in (16) we can write

$$
\begin{equation*}
f_{k, \alpha}(x)=\sum_{j=0}^{k} \frac{j}{k}\binom{k}{j}_{\alpha} \mathfrak{B}_{k-j, \alpha}^{(k)}(0) x^{j}, \quad k=1,2, \ldots . \tag{17}
\end{equation*}
$$

## 3. Stirling-Dunkl numbers of the first kind

Stirling numbers of the first kind were defined in (1) in terms of the falling factorial. As we have an analogous sequence for the falling factorial in the Dunkl context, using (17) we can define the StirlingDunkl numbers of the first kind of order $\alpha, s^{\alpha}(n, k)$, as

$$
\begin{equation*}
s^{\alpha}(n, k)=\frac{k}{n}\binom{n}{k}_{\alpha} \mathfrak{B}_{n-k, \alpha}^{(n)}(0), \tag{18}
\end{equation*}
$$

obtaining that they are the coefficients in the following expansion analogous to (1):

$$
\begin{equation*}
f_{n, \alpha}(x)=\sum_{k=0}^{n} s^{\alpha}(n, k) x^{k}, \quad k=1,2, \ldots . \tag{19}
\end{equation*}
$$

Note that $s^{\alpha}(n, k)$ for $k>n$ does not appear in this formula, so we can take $s^{\alpha}(n, k)=0$ in those cases; among other things, this allows to use $\sum_{n=0}^{\infty}$ instead of $\sum_{n=r}^{\infty}$ in the generating function (27).

We are going to prove some properties of these numbers. We start proving a recurrence relation.
Proposition 3.1. Let $s^{\alpha}(n, k)$ be the Stirling-Dunkl numbers of the first kind of order $\alpha>-1$. Then

$$
\begin{gather*}
s^{\alpha}(n, 0)=0, \quad s^{\alpha}(n, n)=1,  \tag{20}\\
s^{\alpha}(n+1,1)=\frac{\theta_{n+1}}{2(\alpha+1)(n+1)} \mathfrak{B}_{n, \alpha}^{(n)}(0)+\frac{\theta_{n+1} n}{2(\alpha+1)(n+1)} \sum_{j=1}^{n} \frac{\mathfrak{B}_{j, \alpha}^{(n)}(0)}{j} s^{\alpha}(n, j) . \tag{21}
\end{gather*}
$$

Proof. From the definition (18),

$$
s^{\alpha}(n, 0)=0, \quad s^{\alpha}(n, n)=\mathfrak{B}_{0, \alpha}^{(n)}(0)=1,
$$

and

$$
\begin{equation*}
s^{\alpha}(n+1,1)=\frac{1}{n+1}\binom{n+1}{1}_{\alpha} \mathfrak{B}_{n, \alpha}^{(n+1)}(0) . \tag{22}
\end{equation*}
$$

Thus, we obtain (20). On the other hand, from (15) and that $\tau_{0} f(x)=f(x)$, we can write

$$
\begin{aligned}
& \mathfrak{B}_{n, \alpha}^{(n+1)}(0)=\tau_{0}\left(\mathfrak{B}_{n, \alpha}^{(n+1)}\right)(0)=\sum_{j=0}^{n}\binom{n}{j}_{\alpha} \mathfrak{B}_{n-j, \alpha}^{(n)}(0) \mathfrak{B}_{j, \alpha}(0) \\
&=\mathfrak{B}_{n, \alpha}^{(n)}(0)+\sum_{j=1}^{n}\binom{n}{j}_{\alpha} \mathfrak{B}_{n-j, \alpha}^{(n)}(0) \mathfrak{B}_{j, \alpha}(0)=\mathfrak{B}_{n, \alpha}^{(n)}(0)+\sum_{j=1}^{n} \frac{n}{j} \frac{j}{n}\binom{n}{j}_{\alpha} \mathfrak{B}_{n-j, \alpha}^{(n)}(0) \mathfrak{B}_{j, \alpha}(0) \\
&=\mathfrak{B}_{n, \alpha}^{(n)}(0)+\sum_{j=1}^{n} \frac{n}{j} s^{\alpha}(n, j) \mathfrak{B}_{j, \alpha}(0) .
\end{aligned}
$$

Applying now the property of the binomial numbers

$$
\frac{1}{n+1}\binom{n+1}{1}_{\alpha}=\frac{1}{n+1} \frac{\gamma_{n+1, \alpha}}{\gamma_{1, \alpha} \gamma_{n, \alpha}}=\frac{\theta_{n+1}}{2(\alpha+1)(n+1)},
$$

(22) can be expressed by

$$
s^{\alpha}(n+1,1)=\frac{\theta_{n+1}}{2(\alpha+1)(n+1)}\left(\mathfrak{B}_{n, \alpha}^{(n)}(0)+\sum_{j=1}^{n} \frac{n}{j} s^{\alpha}(n, j) \mathfrak{B}_{j, \alpha}(0)\right) .
$$

Therefore, (21) is proved.
Another relationship for the Stirling-Dunkl numbers of the first kind is the following.
Proposition 3.2. Let $s^{\alpha}(n, k)$ be the Stirling-Dunkl numbers of the first kind of order $\alpha>-1$. Then,

$$
\theta_{n+1} s^{\alpha}(n, k)=(\alpha+1) \sum_{l=k}^{n} s^{\alpha}(n+1, l+1)\left(1-(-1)^{l+1-k}\right)\binom{l+1}{k}_{\alpha} .
$$

Proof. We know that

$$
f_{n+1, \alpha}(x)=\sum_{k=0}^{n+1} s^{\alpha}(n+1, k) x^{k} .
$$

If we apply the operator $\Delta_{\alpha}$ we have

$$
\begin{equation*}
\Delta_{\alpha} f_{n+1, \alpha}(x)=\theta_{n+1} f_{n, \alpha}(x)=\theta_{n+1} \sum_{k=0}^{n} s^{\alpha}(n, k) x^{k} . \tag{23}
\end{equation*}
$$

On the other hand,

$$
\Delta_{\alpha} f_{n+1, \alpha}(x)=\sum_{l=0}^{n+1} s^{\alpha}(n+1, l) \Delta_{\alpha} x^{l}
$$

and

$$
\Delta_{\alpha} x^{l}=(\alpha+1) \sum_{j=0}^{l}\left(1-(-1)^{j}\right)\binom{l}{j}_{\alpha} x^{l-j} .
$$

Then,

$$
\begin{align*}
& \Delta_{\alpha} f_{n+1, \alpha}(x)=\sum_{l=0}^{n+1} s^{\alpha}(n+1, l)(\alpha+1) \sum_{j=0}^{l}\left(1-(-1)^{j}\right)\binom{l}{j}_{\alpha} x^{l-j} \\
&=(\alpha+1) \sum_{l=1}^{n+1} s^{\alpha}(n+1, l) \sum_{j=1}^{l}\left(1-(-1)^{j}\right)\binom{l}{j}_{\alpha} x^{l-j} \\
&=(\alpha+1) \sum_{l=1}^{n+1} s^{\alpha}(n+1, l) \sum_{j=0}^{l-1}\left(1-(-1)^{l-j}\right)\binom{l}{j}_{\alpha} x^{j} \\
&=(\alpha+1) \sum_{l=0}^{n} s^{\alpha}(n+1, l+1) \sum_{j=0}^{l}\left(1-(-1)^{l+1-j}\right)\binom{l+1}{j}_{\alpha} x^{j} \\
&=(\alpha+1) \sum_{j=0}^{n} \sum_{l=j}^{n} s^{\alpha}(n+1, l+1)\left(1-(-1)^{l-j+1}\right)\binom{l+1}{j}_{\alpha} x^{j} . \tag{24}
\end{align*}
$$

Equaling coefficients in (23) and (24) we obtain the desired result.
Proposition 3.3. Let $s^{\alpha}(n, k)$ be the Stirling-Dunkl numbers of the first kind of order $\alpha>-1$. Then,

$$
\sum_{k=0}^{n}\left(1-(-1)^{k}\right) s^{\alpha}(n, k)=0
$$

Proof. From the construction of $G_{\alpha}^{-1}(t)$ (see [11] for details) we know that

$$
\begin{equation*}
(\alpha+1)\left(E_{\alpha}\left(G_{\alpha}^{-1}(t)\right)-E_{\alpha}\left(-G_{\alpha}^{-1}(t)\right)\right)=t . \tag{25}
\end{equation*}
$$

Using (14) and (25) we can obtain

$$
(\alpha+1) \sum_{k=0}^{\infty} \frac{f_{k, \alpha}(1)-f_{k, \alpha}(-1)}{\gamma_{k}} t^{k}=t .
$$

So, equaling coefficients we have proved

$$
\begin{equation*}
f_{1, \alpha}(1)-f_{1, \alpha}(-1)=2, \quad f_{k, \alpha}(1)-f_{k, \alpha}(-1)=0, \quad k>1 . \tag{26}
\end{equation*}
$$

Finally, the result follows from (19).
The classical Stirling numbers of the first kind have the generating function

$$
\sum_{n=r}^{\infty} s(n, r) \frac{t^{n}}{n!}=\frac{(\log (1+t))^{r}}{r!}, \quad|t|<1
$$

see $[14, \S 51,(3)]$ or $[4,26.8 .8]$. In the Dunkl context we have this analogous result:

Theorem 3.4. The generating function of the Stirling-Dunkl numbers of the first kind of order $\alpha>-1$, $s^{\alpha}(n, r), i s$

$$
\begin{equation*}
\sum_{n=r}^{\infty} s^{\alpha}(n, r) \frac{t^{n}}{\gamma_{n}}=\frac{G_{\alpha}^{-1}(t)^{r}}{\gamma_{r}}, \quad|t|<R_{\alpha} \tag{27}
\end{equation*}
$$

(recall that $R_{\alpha}$ is the radius of the disk of convergence of $G_{\alpha}^{-1}$ ), for $r \geq 0$ integer.
Proof. From (9) we have

$$
\begin{equation*}
E_{\alpha}\left(x G_{\alpha}^{-1}(t)\right)=\sum_{r=0}^{\infty} G_{\alpha}^{-1}(t)^{r} \frac{x^{r}}{\gamma_{r}} . \tag{28}
\end{equation*}
$$

Now, using the definition of the Stirling-Dunkl of the first kind (19) in (14) we can write

$$
E_{\alpha}\left(x G_{\alpha}^{-1}(t)\right)=\sum_{n=0}^{\infty}\left(\sum_{r=0}^{n} s^{\alpha}(n, r) x^{r}\right) \frac{t^{n}}{\gamma_{n}}
$$

Applying Fubini's theorem we obtain

$$
\begin{equation*}
E_{\alpha}\left(x G_{\alpha}^{-1}(t)\right)=\sum_{r=0}^{\infty}\left(\sum_{n=r}^{\infty} s^{\alpha}(n, r) \frac{t^{n}}{\gamma_{n}}\right) x^{r} . \tag{29}
\end{equation*}
$$

Equating coefficients of (28) and (29), the theorem is proved.
Remark. Taking $r=1$ in (27) and $k=1$ in (18) we obtain Theorem 5.2 of [11], that is,

$$
\begin{equation*}
G_{\alpha}^{-1}(t)=\sum_{k=1}^{\infty} \frac{1}{k} \frac{\mathfrak{B}_{k-1}^{(k)}(0)}{\gamma_{k-1}} t^{k} \tag{30}
\end{equation*}
$$

Using (27) we can deduce the following recurrence relation:
Corollary 3.5. Let $s^{\alpha}(n, r)$ be the Stirling-Dunkl numbers of the first kind of order $\alpha>-1$. Then for $r \geq 0$ integer,

$$
\frac{s^{\alpha}(n, r)}{\gamma_{n} \gamma_{r-1}}=\sum_{k=1}^{n-r+1} \frac{s^{\alpha}(n-k, r-1)}{\gamma_{n-k} \gamma_{k-1}} \frac{\mathfrak{B}_{k-1}^{(k)}(0)}{k} .
$$

Proof. We use (30) and (27) with $r-1$ to write

$$
\begin{aligned}
G_{\alpha}^{-1}(t)^{r}=G_{\alpha}^{-1}(t) G_{\alpha}^{-1}(t)^{r-1}=\gamma_{r-1} \sum_{k=1}^{\infty} \sum_{m=r-1}^{\infty} s^{\alpha}(m, r-1) \frac{\mathfrak{B}_{k-1}^{(k)}(0)}{k} \frac{t^{m+k}}{\gamma_{m} \gamma_{k-1}} \\
=\gamma_{r-1} \sum_{n=r}^{\infty} \sum_{k=1}^{n-r+1} s^{\alpha}(n-k, r-1) \frac{\mathfrak{B}_{k-1}^{(k)}(0)}{k} \frac{t^{n}}{\gamma_{n-k} \gamma_{k-1}} .
\end{aligned}
$$

Equating coefficients with the series (27), the result is proved.

## 4. Stirling-Dunkl numbers of the second kind

The classical Stirling numbers of the second kind, $S(n, k)$, were defined in (2) using the falling factorial. Then the Stirling-Dunkl numbers of the second kind, $S_{\alpha}(n, k)$, can be defined as the coefficients in the expansion of $x^{n}$ in terms of the Dunkl factorial

$$
\begin{equation*}
x^{n}=\sum_{k=0}^{n} S_{\alpha}(n, k) f_{k, \alpha}(x) . \tag{31}
\end{equation*}
$$

Once again, note that $S_{\alpha}(n, k)$ for $k>n$ does not appear in this formula, so we can take $S_{\alpha}(n, k)=0$. With this notation, it is equivalent to take $\sum_{n=0}^{\infty}$ or $\sum_{n=r}^{\infty}$ in the generating formula (33).

Evaluating (31) in $x=0$ and taking into account $f_{k, \alpha}(0)=0$ for $k>1$ and $f_{0, \alpha}(x)=1$, we get

$$
S_{\alpha}(n, 0)=0, \quad n \geq 1
$$

Moreover, we have the following:
Proposition 4.1. Let $S_{\alpha}(n, k)$ be the Stirling-Dunkl numbers of the second kind of order $\alpha>-1$. Then,

$$
1=S_{\alpha}(2 n+1,1)
$$

Proof. Evaluating (31) in $x=1$ and $x=-1$ we have

$$
1=\sum_{k=0}^{n} S_{\alpha}(n, k) f_{k, \alpha}(1), \quad(-1)^{n}=\sum_{k=0}^{n} S_{\alpha}(n, k) f_{k, \alpha}(-1) .
$$

If we subtract,

$$
1-(-1)^{n}=\sum_{k=0}^{n} S_{\alpha}(n, k)\left(f_{k, \alpha}(1)-f_{k, \alpha}(-1)\right)
$$

Then from (26) we obtain the result.
Now we are going to prove the analogues of the generalized Stirling formula, that in the classical case is

$$
S(n, k)=\frac{1}{k!} \sum_{i=0}^{k}(-1)^{i}\binom{k}{i}(k-i)^{n}=\frac{1}{k!} \sum_{i=0}^{k}(-1)^{k-i}\binom{k}{i} i^{n},
$$

see [4, 26.8.6].
Theorem 4.2. Let $S_{\alpha}(n, k)$ be the Stirling-Dunkl numbers of the second kind of order $\alpha>-1$. Then,

$$
\begin{equation*}
S_{\alpha}(n, k)=\frac{(\alpha+1)^{k}}{\gamma_{k}} \sum_{j=0}^{k}(-1)^{j}\binom{k}{j} \tau_{1}^{k-j} \circ \tau_{-1}^{j}(\cdot)^{n}(0) . \tag{32}
\end{equation*}
$$

Proof. If we apply $k$ times the operator $\Delta_{\alpha}$ in (31) we obtain

$$
\Delta_{\alpha}^{k} x^{n}=\sum_{l=0}^{n} S_{\alpha}(n, l) \frac{\gamma_{l}}{\gamma_{l-k}} f_{l-k, \alpha}(x)
$$

Taking $x=0$ it holds

$$
\Delta_{\alpha}^{k}(\cdot)^{n}(0)=S_{\alpha}(n, k) \frac{\gamma_{k}}{\gamma_{0}}
$$

because $f_{k, \alpha}(0)=0, k \geq 1$. Therefore,

$$
S_{\alpha}(n, k)=\frac{1}{\gamma_{k}} \Delta_{\alpha}^{k}(\cdot)^{n}(0)
$$

The theorem is proved using that

$$
\Delta_{\alpha}^{k}(\cdot)^{n}(x)=(\alpha+1)^{k} \sum_{j=0}^{k}(-1)^{j}\binom{k}{j} \tau_{1}^{k-j} \circ \tau_{-1}^{j}(\cdot)^{n}(x)
$$

The classical Stirling numbers of the second kind have as generating function an exponential function given by

$$
\sum_{n=0}^{\infty} S(n, r) \frac{t^{n}}{n!}=\frac{\left(e^{t}-1\right)^{r}}{r!}
$$

see [4, 26.8.12]. In the Dunkl context we find the following generating function in terms of $E_{\alpha}(t)$ :
Theorem 4.3. Let $S_{\alpha}(n, k)$ be the Stirling-Dunkl numbers of the second kind of order $\alpha>-1$. Then for $r \geq 0$ integer,

$$
\begin{equation*}
\sum_{n=0}^{\infty} S_{\alpha}(n, r) \frac{t^{n}}{\gamma_{n}}=\frac{(\alpha+1)^{r}}{\gamma_{r}}\left(E_{\alpha}(t)-E_{\alpha}(-t)\right)^{r}, \quad t \in \mathbb{C} \tag{33}
\end{equation*}
$$

Proof. First of all we are going to prove that for $l, m \in \mathbb{N} \cup\{0\}$ :

$$
\begin{equation*}
E_{\alpha}(t)^{l} E_{\alpha}(-t)^{m}=\sum_{n=0}^{\infty} \tau_{1}^{l} \circ \tau_{-1}^{m}(\cdot)^{n}(0) \frac{t^{n}}{\gamma_{n}} \tag{34}
\end{equation*}
$$

We start taking $m=0$. Then we will prove the equation (34) using induction over $l$. It is trivial to prove it for $l=1$ because $\tau_{1}(\cdot)^{n}(0)=\tau_{0}(\cdot)^{n}(1)=1$. Now, suppose that the equation holds for $l-1$; then applying the induction hypothesis we can write

$$
\begin{equation*}
E_{\alpha}(t)^{l}=E_{\alpha}(t) E_{\alpha}(t)^{l-1}=\sum_{k=0}^{\infty} \frac{t^{k}}{\gamma_{k}} \sum_{j=0}^{\infty} \tau_{1}^{l-1}(\cdot)^{j}(0) \frac{t^{j}}{\gamma_{j}}=\sum_{n=0}^{\infty} \sum_{k=0}^{n} \tau_{1}^{l-1}(\cdot)^{n-k}(0)\binom{n}{k}_{\alpha} \frac{t^{n}}{\gamma_{n}} . \tag{35}
\end{equation*}
$$

We develop $\tau_{1}^{l}(\cdot)^{n}(0)$ taking account that $\tau_{a} \circ \tau_{b}=\tau_{b} \circ \tau_{a}$ :

$$
\begin{equation*}
\tau_{1}^{l}(\cdot)^{n}(0)=\tau_{1}^{l-1}\left(\tau_{1}(\cdot)^{n}\right)(0)=\tau_{1}^{l-1}\left(\sum_{k=0}^{n}\binom{n}{k}_{\alpha} x^{n-k}\right)(0)=\sum_{k=0}^{n}\binom{n}{k}_{\alpha}^{l-1} \tau_{1}^{l-}(\cdot)^{n-k}(0) \tag{36}
\end{equation*}
$$

By placing (36) in (35), we have proved (34) with $m=0$. Analogously we prove (34) for $l=0$. We apply induction over $m$. It is true for $m=1$ because $\tau_{-1}(\cdot)^{n}(0)=(-1)^{n}$. Suppose that (34) is true for $m-1$; then

$$
\begin{equation*}
E_{\alpha}(-t) E_{\alpha}(-t)^{m-1}=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\gamma_{k}} t^{k} \sum_{j=0}^{\infty} \tau_{-1}^{m-1}(\cdot)^{j}(0) \frac{t^{j}}{\gamma_{j}}=\sum_{n=0}^{\infty} \sum_{k=0}^{n}(-1)^{k} \tau_{-1}^{m-1}(\cdot)^{n-k}(0)\binom{n}{k}_{\alpha} \frac{t^{n}}{\gamma_{n}} \tag{37}
\end{equation*}
$$

We develop $\tau_{-1}^{m}(\cdot)^{n}(0)$ and we get

$$
\begin{equation*}
\tau_{-1}^{m}(\cdot)^{n}(0)=\tau_{-1}^{m-1} \circ \tau_{-1}(\cdot)^{n}(0)=\tau_{-1}^{m-1}\left(\sum_{k=0}^{n}\binom{n}{k}_{\alpha}(-1)^{k} x^{n-k}\right)(0)=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}_{\alpha} \tau_{-1}^{m-1}(\cdot)^{n-k}(0) \tag{38}
\end{equation*}
$$

By placing (38) in (37), we have proved (34) with $l=0$. The next step will be applying induction over $l$ but with $m \neq 0$. We have proved that the base case, $l=0$, is true. Suppose that it is true for $l-1$; then

$$
\begin{align*}
& E_{\alpha}(t)^{l} E_{\alpha}(-t)^{m}=E_{\alpha}(t) E_{\alpha}(t)^{l-1} E_{\alpha}(-t)^{m}=\sum_{k=0}^{\infty} \frac{t^{k}}{\gamma_{k}} \sum_{j=0}^{\infty} \tau_{1}^{l-1} \circ \tau_{-1}^{m}(\cdot)^{j}(0) \frac{t^{j}}{\gamma_{j}} \\
&=\sum_{n=0}^{\infty} \sum_{k=0}^{n} \tau_{1}^{l-1} \circ \tau_{-1}^{m}(\cdot)^{n-k}(0)\binom{n}{k}_{\alpha} \frac{t^{n}}{\gamma_{n}} \tag{39}
\end{align*}
$$

Developing $\tau_{1}^{l} \circ \tau_{-1}^{m}(\cdot)^{n}(0)$ and taking account the commutativity of the translation operator, we obtain

$$
\begin{equation*}
\tau_{1}^{l} \circ \tau_{-1}^{m}(\cdot)^{n}(0)=\tau_{1}^{l-1} \circ \tau_{-1}^{m}\left(\sum_{k=0}^{n}\binom{n}{k}_{\alpha} x^{n-k}\right)(0)=\sum_{k=0}^{n}\binom{n}{k}_{\alpha} \tau_{1}^{l-1} \circ \tau_{-1}^{m}(\cdot)^{n-k}(0) \tag{40}
\end{equation*}
$$

So, placing (40) in (39), we have (34). Finally, we apply induction over $m$ with $l \neq 0$. We have proved the base case, $m=0$. Supposing that it is true for $m-1$,

$$
\begin{align*}
& E_{\alpha}(t)^{l} E_{\alpha}(-t)^{m}=E_{\alpha}(-t) E_{\alpha}(t)^{l} E_{\alpha}(-t)^{m-1}=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\gamma_{k}} t^{k} \sum_{j=0}^{\infty} \tau_{1}^{l} \circ_{-1}^{m-1}(\cdot)^{j}(0) \frac{t^{j}}{\gamma_{j}} \\
&=\sum_{n=0}^{\infty} \sum_{k=0}^{n}(-1)^{k} \tau_{1}^{l} \circ \tau_{-1}^{m-1}(\cdot)^{n-k}(0)\binom{n}{k}_{\alpha} \frac{t^{n}}{\gamma_{n}} \tag{41}
\end{align*}
$$

Developing $\tau_{1}^{l} \circ \tau_{-1}^{m}(\cdot)^{n}(0)$ and taking account the commutativity of the translation operator, we obtain

$$
\begin{equation*}
\tau_{1}^{l} \circ \tau_{-1}^{m}(\cdot)^{n}(0)=\tau_{1}^{l} \circ \tau_{-1}^{m-1}\left(\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}_{\alpha} x^{n-k}\right)(0)=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}_{\alpha} \tau_{1}^{l} \circ \tau_{-1}^{m-1}(\cdot)^{n-k}(0) \tag{42}
\end{equation*}
$$

So, placing (42) in (41), we have (34).
Finally, we substitute $S_{\alpha}(n, r)$ by (32) and apply (34), obtaining

$$
\begin{aligned}
\sum_{n=0}^{\infty} S_{\alpha}(n, r) \frac{t^{n}}{\gamma_{n}} & =\sum_{n=0}^{\infty} \frac{(\alpha+1)^{r}}{\gamma_{r}} \sum_{j=0}^{r}(-1)^{j}\binom{r}{j} \tau_{1}^{r-j} \circ \tau_{-1}^{j}(\cdot)^{n}(0) \frac{t^{n}}{\gamma_{n}} \\
& =\frac{(\alpha+1)^{r}}{\gamma_{r}} \sum_{j=0}^{r}(-1)^{j}\binom{r}{j} \sum_{n=0}^{\infty} \tau_{1}^{r-j} \circ \tau_{-1}^{j}(\cdot)^{n}(0) \frac{t^{n}}{\gamma_{n}} \\
& =\frac{(\alpha+1)^{r}}{\gamma_{r}} \sum_{j=0}^{r}(-1)^{r}\binom{r}{j} E_{\alpha}(t)^{r-j} E_{\alpha}(-t)^{j}=\frac{(\alpha+1)^{r}}{\gamma_{r}}\left(E_{\alpha}(t)-E_{\alpha}(-t)\right)^{r}
\end{aligned}
$$

So, we have proved (33).

Applying mathematical induction it is easy to prove that

$$
\left(E_{\alpha}(t)-E_{\alpha}(-t)\right)^{r}=2^{r} \sum_{j_{r}=0}^{\infty} \sum_{j_{1} \leq j_{2} \leq \cdots \leq j_{r}}\binom{2 j_{2}+2}{2 j_{1}+1}_{\alpha}\binom{2 j_{3}+3}{2 j_{2}+2}_{\alpha} \cdots\binom{2 j_{r}+r}{2 j_{r-1}+r-1}_{\alpha} \frac{t^{2 j_{r}+r}}{\gamma_{2 j_{r}+r}} .
$$

By equating coefficients with (33) we obtain the following:

- If $r=2 s+1$ is an odd number,

$$
\begin{aligned}
& S_{\alpha}(2 m, 2 s+1)=0 \\
& S_{\alpha}(2 m+1,2 s+1)=\frac{(2 \alpha+2)^{2 s+1}}{\gamma_{2 s+1}} \sum_{j_{1} \leq \cdots \leq j_{r}=m-s}\binom{2 j_{2}+2}{2 j_{1}+1}_{\alpha}\binom{2 j_{3}+3}{2 j_{2}+2}_{\alpha} \cdots\binom{2 j_{r}+r}{2 j_{r-1}+r-1}_{\alpha} .
\end{aligned}
$$

- If $r=2 s$ is an even number,

$$
\begin{gathered}
S_{\alpha}(2 m+1,2 s)=0 \\
S_{\alpha}(2 m, 2 s)=\frac{(2 \alpha+2)^{2 s}}{\gamma_{2 s}} \sum_{j_{1} \leq \cdots \leq j_{r}=m-s}\binom{2 j_{2}+2}{2 j_{1}+1}_{\alpha}\binom{2 j_{3}+3}{2 j_{2}+2}_{\alpha} \cdots\binom{2 j_{r}+r}{2 j_{r-1}+r-1}_{\alpha} .
\end{gathered}
$$

These formulas are the analogous to the classical determination of the Stirling number of the second kind given by (see [14, §60, (5), p. 176])

$$
S(n, k)=\frac{n!}{k!} \sum_{r_{1}+r_{2}+\cdots+r_{k}=n} \frac{1}{r_{1}!r_{2}!\cdots r_{k}!} .
$$

Now, we are going to relate the Stirling-Dunkl numbers of the second kind with the generalized BernoulliDunkl numbers.

Corollary 4.4. Let $\left\{\mathfrak{B}_{n, \alpha}^{(-r)}\right\}_{n=0}^{\infty}$ be the sequence of generalized Bernoulli-Dunkl polynomials of order $-r$, with $r \geq 0$ integer. Then, the Stirling-Dunkl numbers of the second kind, $S_{\alpha}(n, r)$, can be written as

$$
S_{\alpha}(n, r)=\mathfrak{B}_{n-r}^{(-r)}(0)\binom{n}{r}_{\alpha}
$$

Proof. If we rewrite $\mathcal{I}_{\alpha+1}(t)$ as

$$
\mathcal{I}_{\alpha+1}(t)=\frac{(\alpha+1)\left(E_{\alpha}(t)-E_{\alpha}(-t)\right)}{t}
$$

and take $x=0$ in (12), we obtain

$$
\frac{t^{r}}{(\alpha+1)^{r}\left(E_{\alpha}(t)-E_{\alpha}(-t)\right)^{r}}=\sum_{n=0}^{\infty} \frac{\mathfrak{B}_{n, \alpha}^{(r)}(0)}{\gamma_{n, \alpha}} t^{n}
$$

So,

$$
\begin{equation*}
\frac{\left(E_{\alpha}(t)-E_{\alpha}(-t)\right)^{r}(\alpha+1)^{r}}{\gamma_{r, \alpha}}=\sum_{n=0}^{\infty} \frac{\mathfrak{B}_{n, \alpha}^{(-r)}(0)}{\gamma_{n, \alpha} \gamma_{r, \alpha}} t^{n+r}=\sum_{n=r}^{\infty} \mathfrak{B}_{n-r}^{(-r)}(0)\binom{n}{r}_{\alpha} \frac{t^{n}}{\gamma_{n, \alpha}} . \tag{43}
\end{equation*}
$$

Equating (33) and (43) we have proved the result.

Classical Stirling numbers of first and second kind satisfy an inversion formula as we can see, for instance, in [4, 26.8.39]:

$$
\sum_{j=k}^{n} s(j, k) S(n, j)=\delta_{n, k}=\sum_{j=k}^{n} s(n, j) S(j, k),
$$

where $\delta_{n, k}$ is the Kronecker delta. That is, if $A$ and $B$ are the $n \times n$ matrices with $(j, k)$ th elements $s(j, k)$ and $S(j, k)$, respectively, then $A^{-1}=B$.

In the Dunkl context we obtain the analogous result.
Theorem 4.5. Let $s^{\alpha}(n, k)$ and $S_{\alpha}(n, k)$ be the Stirling numbers of first and second kind, respectively. Then, the following formulas hold:

$$
\begin{equation*}
\sum_{j=k}^{n} s^{\alpha}(j, k) S_{\alpha}(n, j)=\delta_{n, k}=\sum_{j=k}^{n} s^{\alpha}(n, j) S_{\alpha}(j, k) . \tag{44}
\end{equation*}
$$

Proof. Using the definitions (31) and (19), and Fubini's theorem, we can write

$$
x^{n}=\sum_{j=0}^{n} S_{\alpha}(n, j) f_{j, \alpha}(x)=\sum_{j=0}^{n} S_{\alpha}(n, j) \sum_{k=0}^{j} s^{\alpha}(j, k) x^{k}=\sum_{k=0}^{n}\left(\sum_{j=k}^{n} S_{\alpha}(n, j) s^{\alpha}(j, k)\right) x^{k} .
$$

Equaling coefficients we obtain the first equality of (44). Now, taking first (19) and then (31), and using Fubini's theorem again,

$$
f_{n, \alpha}(x)=\sum_{j=0}^{n} s^{\alpha}(n, j) x^{j}=\sum_{j=0}^{n} s^{\alpha}(n, j) \sum_{k=0}^{j} S_{\alpha}(j, k) f_{k, \alpha}(x)=\sum_{k=0}^{n}\left(\sum_{j=k}^{n} s^{\alpha}(n, j) S_{\alpha}(j, k)\right) f_{k, \alpha}(x) .
$$

Equaling coefficients we obtain the second equality of (44).

## 5. Bell-Dunkl numbers and polynomials

The classical Bell numbers and polynomials are usually denoted by $B_{n}$ (or $B(n)$ ) and $B_{n}(x)$. Here, to avoid any kind of confusion with the Bernoulli numbers and polynomials, we will use $\operatorname{Bell}_{n}$ and $\operatorname{Bell}_{n}(x)$. Actually, the name "Bell polynomials" not always appear in the mathematical literature, and it sometimes is used with another meaning; on the other hand, the polynomials that we are denoting by $\operatorname{Bell}_{n}(x)$ are sometimes called as Touchard polynomials and denoted as $T_{n}(x)$ (see [28], where these polynomials were defined, and also $[18, \S 4.6]$ ). With the notation $\operatorname{Bell}_{n}(x)$ the Bell numbers are $\operatorname{Bell}_{n}=\operatorname{Bell}_{n}(1)$, so the name Bell polynomials is clearly justified. Taking into account, for instance, [4, 26.7.5 and 26.8.13], the Bell polynomials are defined by means of the generating function

$$
e^{\left(e^{t}-1\right) x}=\sum_{n=0}^{\infty} \operatorname{Bell}_{n}(x) \frac{t^{n}}{n!}, \quad t \in \mathbb{C} .
$$

One of the main properties of these polynomials is that they are related to the Stirling numbers of the second kind as follows (see [4, 26.7.2]):

$$
\operatorname{Bell}_{n}(x)=\sum_{k=0}^{n} S(n, k) x^{k} .
$$

In the Dunkl context, we define the Bell-Dunkl polynomials of order $\alpha>-1$, denoted as $\operatorname{Bell}_{n}^{\alpha}(x)$, by means of the generating function

$$
\begin{equation*}
E_{\alpha}\left((\alpha+1)\left(E_{\alpha}(t)-E_{\alpha}(-t)\right) x\right)=\sum_{n=0}^{\infty} \operatorname{Bell}_{n}^{\alpha}(x) \frac{t^{n}}{\gamma_{n, \alpha}}, \quad t \in \mathbb{C} . \tag{45}
\end{equation*}
$$

From this generating function, and using Theorem 4.3, we have

$$
\begin{aligned}
\sum_{r=0}^{\infty}\left(\sum_{n=0}^{\infty} S_{\alpha}(n, r) \frac{t^{n}}{\gamma_{n}}\right) x^{r} & =\sum_{r=0}^{\infty} \frac{(\alpha+1)^{r}\left(E_{\alpha}(t)-E_{\alpha}(-t)\right)^{r} x^{r}}{\gamma_{r}} \\
& =E_{\alpha}\left((\alpha+1)\left(E_{\alpha}(t)-E_{\alpha}(-t)\right) x\right),
\end{aligned}
$$

that, of course, resembles one of the typical properties of the Stirling numbers of the second kind, namely

$$
\sum_{r=0}^{\infty}\left(\sum_{n=0}^{\infty} S(n, r) \frac{t^{n}}{n!}\right) x^{r}=e^{\left(e^{t}-1\right) x}
$$

(see, for instance, [4, 26.8.13]).
Finally, we have the following:
Theorem 5.1. The Bell-Dunkl polynomials of order $\alpha>-1$ are related to the corresponding Stirling-Dunkl numbers of the second kind by means or

$$
\operatorname{Bell}_{n}^{\alpha}(x)=\sum_{k=0}^{n} S_{\alpha}(n, k) x^{k} .
$$

Proof. Applying Fubini's theorem and Theorem 4.3, we have

$$
\begin{aligned}
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} S_{\alpha}(n, k) x^{k}\right) \frac{t^{n}}{\gamma_{n}} & =\sum_{k=0}^{\infty}\left(\sum_{n=k}^{\infty} S_{\alpha}(n, k) \frac{t^{n}}{\gamma_{n}}\right) x^{k}=\sum_{k=0}^{\infty} \frac{(\alpha+1)^{k}}{\gamma_{k}}\left(E_{\alpha}(t)-E_{\alpha}(-t)\right)^{k} x^{k} \\
& =E_{\alpha}\left((\alpha+1)\left(E_{\alpha}(t)-E_{\alpha}(-t)\right) x\right)
\end{aligned}
$$

The result follows by equaling coefficients with (45).

## 6. Conclusion

In this paper, we have defined the Stirling numbers of the first and the second kind in the Dunkl context, as well as the Bell polynomials. We have proved some of their properties and, in every case, we have shown how these properties generalize the ones of the classical case.
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