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Location of Solutions of
Fredholm—Nemytskii Integral Equations
from a Whittaker-Type Operator

J. A. Ezquerro® and M. A. Herndndez-Verén

Abstract. We analyse the global convergence of a Whittaker-type iter-
ative method and obtain restricted global convergence domains, so that
we can locate and separate solutions of Fredholm—Nemytskii nonlinear
integral equations by means of balls. For this, we use two techniques, one
based on the well-known fixed point theorem and the other on a system
of recurrence relations. In both techniques, we use the Whittaker-type
operator involved and auxiliary functions.
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1. Introduction

We consider Fredholm—Nemytskii integral equations in the form [2,12,15,17]

b
o(zx) = f(zx) + /\/ N(z,t)H(o)(t)dt, z € [a,b], NeER, (1)

where f € Cla,b], the kernel N (z,t) is a known function in [a,b] X [a,b], H
is the Nemytskii operator H : C[a, b] — Cla, b] such that H(¢)(z) = H(é(x)),
where H : R — R, and ¢(z) is the unknown function to be determined.
Generally, we cannot exactly solve integral equations of type (1), so that
we can use a numerical method to approximate a solution of the operator

G : Cla,b] — Cla, b] with
b
[G(9)](x) = ¢(x) — f(z) - /\/ Nz, )H(9)(t) dt, = €[a,b], A€R.
(2)
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It is clear that a solution ¢* of the operator equation (2) is a solution of the
integral equation (1). To approximate such a solution we can apply the well-
known method of successive approximations [16], which is known as Picard’s
method [6, 18] when it comes to approximate a solution of the equation G(¢) =
0 and defined by ¢ni1 = ¢n — G(¢n), n > 0, with ¢g given in Cla,b]. A
generalization of Picard’s method when it is applied to a scalar equation
g(t) = 0 is known as Whittaker’s method [1,14], given by t,, 41 = tn, — pg(tn),
n >0, u € R, with ¢ given. To solve G(¢) = 0, we follow this generalization
and consider a constant operator A, such that A : Cla,b] — Cla,b] with
A(¢)(z) = k¢(z) and k € R, and define then the following Whittaker-type
iterative method

Pnt1 = W(dn) = ¢ — AG(¢n), n >0, with ¢ given in Cla,b]. (3)

Thus, we are now interested in lim, ¢, = ¢*, where ¢* is a solution of (2)
and, therefore, a solution of the integral equation (1). It is well known that
the convergence of the sequence {¢,} can be established in different ways:
semilocal convergence, local convergence and global convergence. Global con-
vergence guarantees the convergence of an iterative method starting at any
point in a previously located domain and once the existence of a solution of
the operator has been proved in the domain. Notice that only conditions on
the operator involved are required.

One of the aims of this work is to obtain a result of global convergence
for the iterative methods (3). It is well known that the fixed point theorem
is a procedure to obtain results of global convergence. So, a fixed point ¢* of
the operator

b
(T()(x) = f(z) + /\/ Nz, )H(9)(t)dt, € [a,b], AR,  (4)

is a solution of the equation (1) and we can then use the fixed point theorem
to approximate ¢*. The fixed point theorem says [3]:

If the operator 7 : Cla,b] — Cla,b] is a contraction, then 7 has a

unique fixed point ¢* in C[a, b] that can be approximated by the

method of successive approximations, ¢,+1 = 7 (¢n), n > 0, with

¢o given in Cla, b].
Remember that the operator 7 is a contraction if ||7 (u) — 7 (v)|| < o|lu—v||
with o € [0,1), for all u,v € C[a,b]. If the operator 7 is derivable, it is
sufficient that the condition || 77 (u)|| < 1, for all u € C[a, b], is satisfied to see
that 7 is a contraction. Then, the method of successive approximations can
be applied to approximate a fixed point ¢* of the operator 7. However, this
result can be applied only if if the operator 7 has a unique fixed point ¢* in
the full space Cla,b] and, in addition, it is not necessary to separate it from
other possible fixed points.

If we want to consider other possible situations in which the operator
7 has more fixed points, we must apply a restricted fixed point theorem, as
for example:

If D is a convex and compact set of Cla, b] and the operator 7 : D —
D is a contraction, then 7 has a unique fixed point ¢* in D that
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can be approximated by the method of successive approximations,
Ont1 =T (dn), n > 0, with ¢ given in D.

In this case, the first problem is obviously to locate a domain D that contains
a fixed point of the operator 7. For this, we need some information about
the possible fixed points of the operator 7, which may not be possible in all
situations, as we can see in Sect. 2.

As an approximate zero of the operator (2) is a fixed point of the op-
erator W given in (3) (called Whittaker-type operator), we can study the
location of fixed points of the operator (4) and the separation between then
from the operator W. So, the main aim of this study focuses on the qualita-
tive properties of the location of the fixed points of the operator (4) and the
separation between them. In Sect. 3, we do this study from the application of
the restricted Fixed Point Theorem given above to the operator W and using
a technique based on auxiliary points [10-12]. Moreover, we approximate a
fixed point ¢* of the operator (4) by the iterative method (3) starting at any
function of the considered domain. Therefore, we obtain domains of global
convergence for (3), as for the method of successive approximations when the
fixed point theorem is applied.

In Sect. 4, we develop also a technique to obtain domains of global
convergence that is not based on the fixed point theorem, but on a system of
recurrence relations. This technique also uses auxiliary points.

Finally, in Sect. 5, we can find the conclusions of the work.

Throughout the paper, we denote B(¢,r) = {0 € Cla,b]; ||0 — ¢|| < r},
B(¢,1) = {y € Cla,b]; |0 — ¢|| < r} and the set of bounded linear operators
from Cla, b] to Cla,b] by L(C|a,b],C]a,b]), use the infinity norm in C|a, b] and
illustrate all the theoretical results with examples.

2. Motivation

We start by considering a first simple example, where the linear integral
equation

1
d(z) =2 + )\/ e~ @Hgydt, xel0,1], AeR, (5)
0
is involved. The corresponding integral operator is then
1
TN =o'+ [ e E0amdr, zelol), Ack
0
so that

171 (u) = T2 (v)]| < [Al (/0 etdt) le™* Il = vl <

u,v € Cla,b],

e—1
e

Al = wll,

and 77 is a contraction in Cla, b] if and only if |A| < g% = 1.58198. .. Then,
the integral equation (5) with |[A| < 1.58198... has a unique solution ¢* in
Cla, b] that can be approximated by the method of successive approximations,
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dn+1 = T1(¢n), n > 0, starting at any ¢g in Cla,b]. For example, if A = %,
then it is easy to check that the solution is ¢*(x) = 2% + (0.0726...)e 2.
Now, we make a change in the linearity of the integral equation (5),

choose \ = % and consider then the following integral equation
Lt
plz) =2 + : / e g2 dt, x€[0,1], (6)
0

whose solutions ¢ (z) = 23+(0.0122...)e ™ and ¢o(z) = 2°+(15.4354...)e 2
are easily calculable. To study the integral equation (6), we take the operator

BN =+ § [ o ve

As
17at) = T < 5 ([ et ) el + o =

the operator 75 is not a contraction in the full space C[a, b]. To find a convex
and compact domain where we can apply the restricted fixed point theorem
mentioned above, we locate previously the possible fixed points. For this, if
¢* is a possible fixed point of the operator 73, we have from (6) the following
condition

* e—1 *
ol < 14+ o 1P

which is satisfied if ||¢*|| < 1.17435... or ||¢*|| > 1.17435... If, for example,
we choose B(0,2) as the convex and compact set D, then [|72(u) — Z2(v)||
< %Hu — 0|, with % = 0.5056... < 1, and

[[T2(0)](z)] < 1+ %22 — 1.5057... <2.

Therefore, the integral equation (6) has a unique solution ¢* in B(0,2) that
can be approximated by the method of successive approximations, ¢,11 =
To(¢pn), n > 0, starting at any ¢ in B(0, 2).

After that, we make a small modification in the above integral by sub-

stituting A = % for A = %,

1
o(x) = 2+ %/0 e_(”+t)<z§(t)2 dt, x€][0,1], (7)

so that we take the following integral operator

T = +3 [ 0o ar ae 1)

whose fixed points are ¢1(z) = 2% + (0.0318...)e™® and ¢a(x) = 23 +
(5.9442 .. .)e~*. Obviously, as the previous operator 73, the operator 73 is
not a contraction in the full space C[0, 1]. Moreover, it is easy to check that it
is not possible to locate previously a fixed point. So, we look for a con-
vex and compact set of the form B(0,r) in C[0,1], so that the operator
T3 : B(0,r) — B(0,r) is a contraction on it. But, it is easy to check that
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this is not possible. Therefore, there are not domains of the form B(0,7)
where we can apply the restricted fixed point theorem given above.

As we have just seen, from the restricted fixed point theorem and the
pre-location of fixed points, we can sometimes consider finding domains of the
form B(0,r) that contain a fixed point and separating it from other possible
fixed points. However, as we have seen for the last integral equation, it is
not always possible to apply this technique. Moreover, it is clear that such
domains do not correctly locate a fixed point or separate it from another
possible fixed point.

In this work, we consider auxiliary points to be able to locate a fixed

point in a domain of the form B (%, R), where 5 is an auxiliary point given
in Cla,b], which allows us to obtain a better location and also separate the
fixed point from other possible ones with greater accuracy.

3. Whittaker-Type Operator

From the restricted fixed point theorem given in the introduction, we see
that the method of successive approximations, ¢,+1 = 7 (¢,), n > 0, with
¢o given in some D, is convergent if the operator 7 : D — D is a contraction.
To prove that 7 is a contraction, we can consider that the Nemystkii operator
is Lipschitz continuous in some D C Cla, b],

[H(¢) = H(p)l < Lli¢ —¢ll, forall ¢,¢ € Cla,b]. (8)

In particular, we consider domains of the form D = B(g7 R) and, as we
indicate in Sect. 2, an auxiliary function ¢ € Cla, b] to locate a fixed point in

B ((E, R) which allows us to obtain a better location and separation of the fixed
point. From these two ideas, we establish the following convergence result for
iterative method (3), which is also a result on existence and uniqueness of
solution.

Theorem 1. Suppose that the Nemystkii operator H is Lipschitz continuous
in Cla, b], namely H satisfies the condition (8). Let ¢ € Cla,b] and consider

B(¢, R) with
o RIS = Bl + MK M ||H ()|

B2 0/ AL ©)

where M = Hf;]\/(x,t)dtH and provided that
|1 — k| +|A|[|EIML < 1. (10)

Then, the operator W : B(g7 R) — B(4, R) has a unique fized point ¢* and
the iterative method (3) starting at any ¢g € B(qg, R) converges to ¢*.

Proof. First, we prove that W : B(%, R) — B(g, R). If ¢ € B(gg, R), then
W(p) — =06~ AG(¢) — &= —kG(d) — &,
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so that
(W() (@) - 3(a) = (1~ K) (6(2) — ) + K( (@) — ()
Ak / " N M) d.

Thus, as [H(8)]| < [H(@)] + Lil¢ — ], we have
1W () — 8l < 11— Kkl — 8l + [KIlLf — 3]l + M| H(6)]
< (|1 — K| + IMIFIML) R+ [k|I.f = 8ll + I\ KM (B

Now, from (9) and (10), it follows that W (¢) € B(¢, R).
Second, from (10), it is easy to see that the operator W is a contraction,
since

W (9) =W (@) < (11 = K + NIKIML) ¢ - o, forall ¢,¢ € B(4,R),

and the contractivity factor o = |1 — k| + |A||k|M L is such that o € [0,1).
Third, by applying the restricted fixed point theorem given in the in-

troduction to the operator W in B (a, R), the proof is complete. O

Next, we illustrate Theorem 1 with the integral equations (6) and (7),
seeing that in both cases we can improve the results obtained in Sect. 2.

Ezample 2. We have seen in Sect. 2 that the integral equation (6) has a
unique solution in B(0,2). On the other hand, if we apply Theorem 1 with
é(x) = 23, we have

1H(¢) = H@)ll < llo* — &*Il < 2(llgll + )6 — ¢l = Lo — ¢ll,
where L = 2(||¢|+R). Taking into account that M = mMax,eo,1] ’fol e*(z+t)dt’
= €51 =0.6321..., we have that the conditions (9) and (10) are satisfied if
ke (0,1) and R < 0.1801... or k € [1,1.5963...) and R < 05 27008 and
2(e — 1)kR? + (Tek — 2(5e + k)R + (e — 1)k < 0.

Therefore, from Theorem 1, we can guarantee the existence of a unique
solution of the integral equation (6) in B((Z, R) = B(23, R) if

R < 0.1801..., provided that k € (0,1),
or R is such that
10e + (2 — Te)k
2(e — 1)k

provided that k € [1,1.5963...).

Note that the location and separation of a solution of (6) are fixed

if k € (0,1), since the solution is unique in B(23, R) with R < 0.1801...
But, for k£ € [1,1.2254...), it is not. We show in Table 1 some values of

R < and 2(e — 1)kR? + (Tek — 2(5e + k))R+ (e — 1)k < 0,
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Table 1. Radii of the balls B(z3, R) where the existence of
a unique solution of (6) is guaranteed from Theorem 1 with
R € [R1,Ry) and k € [1,1.5963...)

k R1 Rg k Rl R2

1 0.1801... 27747 ... 1.14 0.2963. .. 1.6872. ..
1.02 0.1917... 2.6081... 1.16 0.3248... 1.5390. ..
1.04 0.2043... 2.4463. .. 1.18 0.3601 ... 1.3881...
1.06 0.2184... 2.2887... 1.20 0.4064 . .. 1.2301...
1.08 0.2342... 2.1348... 1.22 0.4742... 1.0543. ..
1.10 0.2520... 1.9838. .. 1.24 0.6286. .. 0.7953...
1.12 0.2724 ... 1.8349. ..

k € [1,1.5963...) and the corresponding radii of the balls B(z3, R) with
R € [R1, Ry), where the existence of a unique fixed point is guaranteed and
then a solution of the integral equation (6). Observe that the best location
of the fixed point, which is in the ball B(z3, R1), and the best separation of
other possible ones, which is in the ball B(a3, Ry), are better the closer k is
to 1.

If we choose the most favorable situation, which is & = 1, we obtain
that the existence domain of solution is B(x3,0.1801...) and the uniqueness
domain of solution is B(x3,2.7747...), so that we considerably improve the
domains obtained by means of the restricted fixed point theorem, since it is
B(0,2) in both cases, as can be seen in the Figs. 1, 2.

Ezample 3. If we consider the integral equation (7), we cannot previously
locate a solution. We cannot find either a convex and compact domain of
the form B(0,r) in C[0,1] in which 73 is a contraction in such a way that
we could apply the restricted fixed point theorem given in the introduction.
However, we can locate a solution of (7) by Theorem 1. For this, we choose

the auxiliary function g(m) = 23. In addition,
[H(¢) = H(p)ll < Lll¢ — ol with L =2([|[ + R).
As M = &1 = 0.6321 . . ., the conditions (9) and (10) are satisfied if k € (0, 1)

€
and R < gly = 0.5819... or k € [1,1.2254...) and R < 21208 and
(e—1kR?*+ ((2e — 1)k —4e)R+ (e — 1)k < 0.
Therefore, we can guarantee the existence of a unique solution of the
integral equation (7) in B(¢, R) = B(x%, R) by Theorem 1 if
R < 0.5819..., provided that k € (0,1),

or R is such that

2e+ (1 —2e)k
(e—1)k

provided that k € [1,1.2254...).

R < and (e — 1)kR?>+ ((2¢ — 1)k —4e)R+ (e — 1)k <0,
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Figure 1

. The existence domains of solution B(0,2) and

B(x3,0.1801 .. .) obtained respectively by the restricted fixed
point theorem and Theorem 1 for the integral equation (6).

The first

domain is traced by the dotted line and the second

one by the dashed line.

4r

-4~

Figure 2

. The uniqueness domains of solution B(0,2) and

B(x3,2.7747...) obtained, respectively, by the restricted
fixed point theorem and Theorem 1 for the integral equa-

tion (6).

The first domain is traced by the dotted line and

the second one by the dashed line.

MJOM



MJOM  Location of Solutions of Fredholm—Nemytskii Integral Equations ~ Page 9 of 20 46
Table 2. Radii of the balls B(z3, R) where the existence of

a unique solution of (7) is guaranteed from Theorem 1 with
Re[R1,Ry) and k € [1,1.2254...)

k Ry Ry

1 0.2892... 0.5819...
1.02 0.3011... 0.5199...
1.04 0.3135... 0.4602. ..
1.06 0.3266. .. 0.4028. ..
1.08 0.3405. .. 0.3476. ..

Note that the location and separation of a solution of (7) are fixed if
k € (0,1), since the solution is unique in B(23, R) with R < 0.5819. .. But, for
k€ [1,1.2254...), it is not. We use in Table 2 some values of k € [1,1.2254...)
and the corresponding radii of the balls B(x3, R) with R € [Ry, Ry), where
the existence of a unique fixed point is guaranteed and then a solution of the
integral equation (7). Observe that the best location of the fixed point, which
is in the ball B(z3, R1), and the best separation of other possible ones, which
is in the ball B(x3, Ry), are better the closer k is to 1.

On the other hand, we know that the operator 7 is also a contraction
if T is derivable and such that || 7' (u)| < 1, for all u € C[a,b]. Taking into
account this fact, we can consider that the derivative of Nemytskii operator
‘H satisfies

7' (@) < wi(ligll), for all ¢ € Cla, b, (11)
where wy : [0,+00) — R is a nondecreasing continuous function such that
w1(0) >0 ([4,7,13]), or, once ¢ € Cla, b] is fixed,

17/(6) = H'(9)]| < walllé — o), for all ¢ € Cla, ], (12)

where wy : [0,4+00) — R is a nondecreasing continuous function such that
w2(0) = 0 ([4,8,9]). Under both conditions for H’, we can prove that the
operator 7 is a contraction, as we can see in the following result.

We first observe that

W/(6)¢](x) = (I — A)p(x) + AA / N HH (@)l dt,  (13)

since [W/(¢)p](x) = [(I — AG'(¢))¢](x), where I is the identity operator and
[H'(¢)p](t) = H'(¢(t))p(t). And second, establish the following result by
applying the restrictive fixed point theorem given in the introduction.

Theorem 4. Let ¢ € Cla, b].
(a) Under the condition (11), suppose R > 0 such that

Rl = Sl + INIEIM (IR + wi I8l + R)R) + (11— k| - DR < 0. (14)
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(b) Suppose that there exists R > 0 such that condition (12) is satisfied in
D = B(¢, R) and

l1LF =l kM (IB) 1+ (19 @) + w2 (R)) B) +(11 = k| = DR < 0.
(15)

Then, the operator W : B(¢, R) — B(¢, R) has a_unique fived point ¢* and
Zie iterative method (3) starting at any ¢o € B(¢, R) converges linearly to
Proof. Prove item (a). From
W(6)(@) - dla) = (1= k) (¢(2) — 6(2) ) + & (f(2) - ()
+Ak /bN(x,t)H(¢)(t) dt,
it follows that '
IW(9) = 9ll < 1 = klll6(@) = ()| + [kllL £ @) = ()| + NIRIMIH()]l-
Now, from (11), we have
IH@I < 17(6) = K@) + @) < M) + w1 (9]l + R)R,

so that |W(¢) — ¢|| < R, provided that the condition (14) holds. Therefore,
we obtain W : B(¢, R) — B(d, R).

Next, it is easy to prove that ||W/(¢)|| < 1 with W’ defined in (13) if
the condition (14) holds.

After that, by the restricted fixed point theorem applied to the operator
W, we complete the proof of item (a).

Item (b) follows in an analogous way to item (a) without more than
taking into account now that

IR < 1#(6) — H@) | + M@ < K@) + (17 @] +wa(R)) B
]

Next, we present a new result of uniqueness of the fixed point under the
conditions (11) or (12), where a technique of functional analysis is used.

Theorem 5. Let ¢ € Cla,b).

(a) Under the hypothesis (a) of Theorem 4, suppose that the real equation
n z given by

[E[IAIM

1k
1—kl+=—%

(910180 + 2) = 91 (131 + B)) = 1,

where g1(z) = [ wi(u)du, has at least one positive real solution r such

that r > R.
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(b) Under the hypothesis (b) of Theorem 4, suppose that the real equation
m z given by

1= k] + kA (@) + 22220y

where g3(z) = [ w2(u) du, has at least one positive real solution r such

that r > R.
Then, the fixed point of W is unique in B(%, r).

Proof. Suppose that ¢* is a fixed point of W in B(¢, R) and there exists
another fixed point ¢* € B(¢,r), with r > R. Now, from the approximation

*

¢ g =W W) = [T Wi
1
= [ Wi+ oot = oar(er - 00,

it follows

1
AG'(¢" + 7(p" — ¢7)) dr(p" — ¢7) =0,

0

so that p* = ¢* if the operator P = fol AG (9" + 7(¢* — ¢*)) d7 is invertible.
For the last, we prove equivalently that there exists the operator P~1.
So, from

1
(I - P)C(2) = C(w) — / AG (8" + 7(¢" — 67))C(x)dr

.
= (1=k)C) + 3k | 1 / N D6+ (e — )0 dtdr,
we have
7= Pl < 1=K+ WA [ 6 el — el (16)
Now, for item (a) and taking into account (16), it follows

1
=Pl <|1— K+ |k||A|M/ o167+ (" — ¢%))dr
0

1
<l—k+ |k||/\|M/ w1 (|3l + R+ 7(r — R)) dr
0

k|[MM ol
w

r= R Jjg+r

=1 (17)

=1—kl+ L (t) dt

and, by the Banach lemma on invertible operators, we obtain that the oper-
ator P! exists.
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Table 3. Radii of the balls of location and separation of
solutions of (6) for different values of k and according to
Theorem 4 (a)

k Ry Ry

0.2 0.1801... 2.7747 ...
0.4 0.1801... 2.7747 ...
0.6 0.1801... 2.7747 ...
0.8 0.1801... 2.7747 ...
1.0 0.1801... 2.7747 ...
1.2 0.4064 . .. 1.2301. ..

For item (b), we provide as for item (a) and taking into account (16),
we have

IH—PHSH—k%HMMM{A(Wf@m+wﬂW”+ﬂw—¢ﬂ—5m)m
<u—k+HMMM4A (I @+ wa(B+ r(r = R))) dr

— 1= b1+ AN (18 @)+ [ watt)ae)

=1 (18)
and, by the Banach lemma on invertible operators, we obtain that the oper-
ator P! exists. O

Note that the uniqueness of the fixed point ¢* in B (&5, R) follows from (17)
and (18) with r = R, since || — P|| < 1 from (14) and (15), respectively, and
then P! exists.

After that, we illustrate Theorems 4 and 5.

Ezample 6. Consider the integral equation (6) and ¢(z) = 3. Then, ||¢| = 1
and, since H'(¢) = 2¢, we have wy(z) = 2z, for all z € R,. From item (a)
of Theorem 4, we can guarantee the existence of a unique solution of (6) in

B(23, R) with R satisfying (14), which is reduced respectively to

% (e = 1)2R(R+1) + Dk + (1 — k| = DR < 0
and satisfied for different values of k in B(z3, R) with R € [Ry, Ra].

In Table 3, we see some values of k and the corresponding radii of the
balls B(x3, R) where the existence of a unique fixed point is guaranteed from
Theorem 4 (a) and, therefore, a solution of (6). Note that the values of Ry
and Ry are the same for all k € [0, 1].

On the other hand, we illustrate Theorem 5 (a) with Table 4, where the
values of R are the values of Ry obtained from Theorem 4 (a), see Table 3, and
the values of r are the real solutions of the corresponding real equation which
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Table 4. Radii of the balls B(z?,r) from which the domains
of uniqueness of solution of equation (6) are obtained

k R r
0.2 2.7747 . .. 5.7296. ..
0.4 2.7747 . .. 5.7296. ..
0.6 27747 . .. 5.7296. ..
0.8 27747 . .. 5.7296. ..
1.0 2.7747. .. 5.7296. ..
1.2 1.2301... 2.8668. ..

is given in item (a) of Theorem 5. As we can see, the domains of uniqueness
of solution B(z3, R) are improved by much with Theorem 5 (a).

Notice that R € [0.1801...,2.7747...] as long as k € [0,1] and it seems
clear that the condition of Theorem 5 (a) is not satisfied from k& > 1.2.
Moreover, if k € [1,1.2], the higher the value of k, the smaller the interval in
which R moves, so the domains of existence and uniqueness of solution are
worse.

We end by noting that exactly the same results are obtained from
item (b) of Theorem 4 and item (b) of Theorem 5.

We can also give a result of uniqueness of solution from the operator
G instead of the operator W, so that the new solution uniqueness result is
independent of k.

Theorem 7. Let ¢ € Cla,b).

(a) Under the hypothesis (a) of Theorem 4, suppose that the real equation
m z given by
[AlM

m(gmn%n +2) = gi(lg] + R) = 1,

where g1(z) = foz w1 (u) du, has at least one positive real solution p such

that p > R.
(b) Under the hypothesis (b) of Theorem 4, suppose that the real equation
mn z given by

il 92(2) — 92(R)
MM ! = =1
e (¢ + 22 7
where g2(z) = [ w2(u) du, has at least one positive real solution p such
that p > R.
Then, the fixed point of W is unique in B(%, 0)-
Proof. As a fixed point of W is a solution ¢* of the operator (2), we then

suppose that ¢* is a solution of G in B (qg, R) and there exists another solution
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P e B(g7 p), with p > R. Now, from the approximation

o

0=0() =06 = [ G@ydr= [ G o~ drte —a)

e
=Q(¢" —¢7),
we have that ¢* = ¢* if the operator Q = fo (¢* + T(p* — ¢*))dr is
invertible.
For the last, we prove equivalently that there exists the operator Q1.
So, from

(- @i = [( [ 1-g6 + 70 - s ) ] @
—A/ (/Nst (" + 7" —¢>>><1<t>dt>dr,

1
I =@ < I/\IM/O [H'(¢" + 7" — ¢7))| dr. (19)

Now, for item (a) and taking into account (19), we have

it follows

1
II—ql < |A|M/O (16 + (" — ) dr

1 ~
<mM[imwM+R+r@fR»m

INM [lel+e
p=RJjgi+r
=1 (20)
and, by the Banach lemma on invertible operators, we obtain that the oper-
ator Q1 exists.
For item (b), we provide as for item (a) and taking into account (19),
we have

7= Q< W [ (I@) +wallo + 7" = 97) = 31D ) o

wi(z)dz

<M [ (I @+ (a(R + (o= ) dr

= (I @+ 2 [ et az)

-1 (21)
and, by the Banach lemma on invertible operators, we obtain that the oper-
ator Q! exists. O

Note that the uniqueness of the fixed point ¢* in B(¢, R) follows from (17)
with p = R, provided that

IMNMwi (6] + R) < 1
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and from (18) with p = R, provided that
AM (IR @) + w2 (R)) < 1,
since Q' exists in both cases.

Remark 8. Observe that the uniqueness of solution established by Theorem 7
does not depend on the value of k.

Ezample 9. If we consider the integral equation (6) again, we see that the
radius of the ball of uniqueness of solution is p = 5.5034 ... in both cases
(item (a) and item (b) of Theorem 7) for R = 1.2301... when k£ = 1.2,
so that the new domain of uniqueness of solution, B(z3,5.5034...), greatly
improves the previous ones. On the other hand, if k € [0, 1], the radius of the
ball of uniqueness is always the same, 5.7296. .., which coincides with that
obtained from Theorem 5.

4. Global Convergence from Auxiliary Functions

In this section, we present an alternative technique to the previous one, that
was based on the restricted fixed point theorem, which also allows us to obtain

domains of global convergence, B(q~$7 R) with 5 € Cla,b], for the iterative
method (3), using auxiliary functions, so that we can locate solutions of (1).
This technique was first developed for Newton’s method in [10]. For this, we
consider the following conditions [5]:

(C1) There exists a constant o > 0 such that ||H(¢) — H(p)|| <

a”¢ - 90”7 for d)a ZAS C[aa b]
(C2) There exists a constant 6 > 0 such that ||H'(¢) — H'(¢)]| <

6||¢ - (pHa fOI' ¢a 2 S C[(l, b]
After that, we present a property that we use later.

Lemma 10. Suppose condition (C2). Then,
IAG(@n)ll < [k —1l¢n — dnrll + [KINM[H (dn-1)$n — dn-1l]

1
+§|k||)‘|M6H¢n_¢n71H2' (22)

Proof. From Taylor’s series

bn
G(én) = G(énor) + G (bn1)(bn — bnor) + / (G'(€) — G (6n_)) d,

n—1

we have

b
AG(n) = (k= 1)(n — dus) — kA / N (@, 8)[H (o) (60 — du_)|(8) dt

1
+ A/O (g/(¢n—1 + T(¢n - d)n—l)) - g/(¢rb—1))(¢7z - ¢7z—1) dr

so that (22) follows immediately. O
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From Lemma 10, we analyze the first iteration of the iterative method (3),
what leads us to the convergence of the method.

If ¢o € B(¢, R), then
[¢1 — ¢oll = [|AG (o)l

b
o~ kf ~ I\ [ A (a t)3(60) 1)

< Ikl (R+ 116 = £11) + IKIAIM (IR + alléo - 31))
< [kl (116 = f1l + INMIH@)| + (1 + \Ma)R)

= 6‘7
provided that the condition (C1) holds, and
lé1 — ol = lléo — AG(¢0) — ¢

< 11— klligo — Il + [Klllf — 61l + kA1 (17D + allgo — 3]
< 1kl (117 = 81l + INMIH@N) + (11 = k| + [kl[AlMa) R,

A

b ~
¢O—k¢o+kf+k/\/ J\/(x,t)H(qso)(t)dt—qu

so that ¢ € B(¢~§7 R), provided that
k(1 = 81+ INMIH@) ) + (11 = k| + FAMa) R< R (23)

Now, if we suppose that

6 = Sl < Aibn-1 = dnall (24)
6 = 81 < IK| (11f = Sl + AMIH) ) + (1L = Kl + [kl|]A|Ma) R < R,
(25)
where

~ 1
7= 1=kl + [KINM (@) + aR) + SIkIA Mas

for all n > 2, and provided that condition (23) holds, it follows in the same
way that

||¢n+1 - ¢n|| <yllén — Qﬁnfl” and ||¢n+1 - (EH <R,

so that (24) and (25) are true for all positive integers n by mathematical
induction.
Next, we can establish the following result.

Theorem 11. Suppose conditions (C1)-(C2) and consider R > 0 such that (23)
and vy < 1 hold. Then, the iterative method (3) with k € (0,2) is well-defined

and converges starting at any ¢o € B(¢p, R) to a solution ¢* of G(¢) = 0 in

B(¢, R).
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Table 5. Radii of the balls of location of solutions of (6) for
different values of k£ and according to Theorem 11

k R k R

0.2 1.0333. .. 1.0 0.9678...
0.4 1.1864. .. 1.2 0.6559...
0.6 1.1008. .. 1.4 0.3946 . ..
0.8 1.0291... 1.6 0.1577 ...

Table 6. Absolute errors for integral equation (6)

n 9" — ¢nll

0 1.2259... x 1072
1 2.7224 ... x 1074
2 6.2528... x 10~
3 1.4371...x 1077
4 3.3032...x 107°
5 7.5924 ... x 107!
6 1.7450 ... x 10712
7 4.0110...x 10714
8 0.2192...x 10716

Proof. From (24) and v < 1, we have ||¢p+1 — ¢nll < ||dn — Pn-1]|, for all
n € N, so that sequence {||¢n+1—@n ||} is strictly decreasing for all n € N and,
therefore, sequence {¢,,} is convergent. If ¢* = lim, o ¢, then G(¢*) =0
by the continuity of G and ||AG(¢,,)|| — 0 when n — oo, since k € (0,2). O

Ezample 12. Now, we apply Theorem 11 to the integral equation (6). For
this, we consider again ¢(z) = 22, so that a = 2(1+R), since |H(¢)—H(¢)||
6% — 2|, for ¢, € C[0,1]. Morevoer, § = 2, since |H'(¢) — H'(¢)|| =
2|l — ¢|l, for ¢, € C[0,1]. Furthermore, (23) and v < 1 are satisfied at
the same time by different values of k € (0,2) in B(¢, R). In Table 5 we

see some values of k£ and the corresponding radii of the balls B (57 R) where
the existence of a solution of the integral equation (6) is guaranteed from
Theorem 11.

Besides, it seems clear that the conditions of Theorem 11 are not sat-
isfied if k € (1.72,2). In addition, the higher the value of k, the smaller the
value of R, so that the best location of a solution is when k is the largest
possible value. Finally, by Theorem 11, we extend, with respect to the study
presented in Sect. 3, the application of the iterative method (3) to obtain
domains of existence of solution for the integral equation (6).

Finally, from ¢o(z) = 2%, we apply the Whittaker-type method given
in (3), with A(¢)(x) = k¢(z) and k = L, and obtain the solution ¢*(z) =

2
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234(0.0122...)e~" after eight iterations with the stopping criterion ||¢,, (s) —
bn-1(s)|| < 10716, In Table 6, we show the errors ||¢*(s) — ¢, (s)]|. Similar
results are obtained for any other value of k € (0, 2).

5. Conclusions

The fixed point theorem is a known result to obtain results of global conver-
gence. But, from the use of this theorem and the previous location of fixed
points, it is not always possible to find domains of global convergence, so
that they contain fixed points that can be separated from others (for this,
see Sect. 2). In addition to not correctly locating a fixed point or separating
it from another possible fixed point. In this work, we locate fixed point in

balls of the form B ((75, R), where QNS is an auxiliary function, which also allows
us to separate them from others with great accuracy. For this, we use two
techniques: one based on a restricted fixed point theorem and the other on
a system of recurrence relations. In both techniques, we use auxiliary func-
tions and illustrate the study with a Whittaker-type iterative method and
Fredholm—Nemytskii nonlinear integral equations.
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