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Abstract

In this paper we develop a set of time integrators of type fractional step Runge–Kutta methods which generalize
the time integrator involved in the classical Peaceman–Rachford scheme. Combining a time semidiscretization
of this type with a standard spatial discretization, we obtain a totally discrete algorithm capable of discretizing
efficiently a general parabolic problem if suitable splittings of the elliptic operator are considered. We prove that
our proposal is second order consistent and stable even for an operator splitting in m terms which do not necessarily
commute. Finally, we illustrate the theoretical results with various applications such as alternating directions or
evolutionary domain decomposition.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

During the last five decades many schemes under the general names of alternating direction, splitting or
fractional step methods have been developed for solving efficiently multidimensional evolution problems
of mathematical physics. Such methods have been revealed as a great contribution for solving complicated
models in hydrodynamics, meteorology, oceanology, ecology, etc. The first method of this class can be
found in the papers of Douglas [4] and Peaceman and Rachford [8]. In these works the authors analyze
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the main drawbacks of classical discretization methods for parabolic problems in the multidimensional
(in space) case. Concretely, they choose the classical two-dimensional heat flow equation

�u

�t
= �2u

�x2 + �2u

�y2 , (1)

together with homogeneous Dirichlet boundary conditions on a square and a suitable initial condition
such that the resultant IBVP has a sufficiently smooth solution. For this simple problem the classical
explicit method consists of solving the following difference equations:
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where un
i,j ≈ u(t0 + n�, x0 + ih, y0 + jh), being � the time step and h the size of the spatial mesh.

It is well known that this scheme, which is convergent of first order in time and of second order in space,
has a really low computational cost per time step but it has the drawback of being conditionally stable
under the restriction ��h2/4; this implies a very slow time integration when h is small. The previous
restriction on the size of � arising from stability can be removed by the use of an implicit scheme in which
the second order derivatives are approximated by second differences evaluated in terms of the unknown
in tn+1:
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This classical scheme, which is also first order consistent in time and second order in space, is uncondi-
tionally stable but has the drawback of requiring the resolution of a large block tridiagonal linear system
per time step if fine spatial meshes are used. It is well known that direct methods, as for example Gauss
elimination procedure, are not appropriate to solve such systems since they fill with a lot of non null
coefficients the originally sparse matrices. This forces us to use iterative processes for their resolution
and to assume the increase in cost derived from a slow speed of convergence in many cases.

In 1955 Peaceman and Rachford proposed in [8] the following numerical method:
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Such scheme consists of two difference equations, the first one implicit in x direction and the second one
in y direction, which are alternately used. It is well known that (2) is unconditionally stable and consistent
of second order in both time and space and, moreover, it leads us to two tridiagonal systems per time step
� which can be solved easily using direct methods and in a parallel way.
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The general alternating direction technique (see [6]) is based on decomposing the elliptic opera-
tor containing the spatial derivatives as the addition of as many terms as the number of spatial vari-
ables taking part in our problem. Then we group into each term the derivatives with respect to just
one of the spatial variables and the key of the efficiency of an alternating direction implicit method
is that in each internal stage only one of these simpler operators acts implicitly. This reduces the
classical multidimensional problems to essentially one-dimensional problems, one per internal
stage.

Fractional step methods (see [14]) can be considered as a generalization of the previous ideas. In such
schemes, the differential elliptic operator is decomposed as an addition of an arbitrary number m of
“simpler” operators, where m is not necessarily equal to the number of spatial variables and the operator
splitting is not necessarily done by directions. In fact, in parabolic problems with more complicated
geometries and/or more complicated spatial differential operators, it is very useful (in terms of reducing
the computation time of the resultant algorithm) to consider an operator splitting subordinated to a
suitable decomposition of the spatial domain (see [7]). This technique provides an algorithm of type
domain decomposition which means that the linear systems involved in every time step can be solved
in parallel, and besides, in comparison with the classical domain decomposition technique (see [9]), this
technique has the advantage of avoiding the iterations needed in the classical option due to the overlaps
of the domains (Schwarz iterations).

Revising classical literature concerning fractional step methods (see compendia [6,14]) there are
only two classical schemes which satisfy suitable absolute stability properties for the case of an op-
erator splitting in an arbitrary number m of terms that do not necessarily commute. They are the
fractionary implicit Euler scheme (5) with m implicit internal stages, which is convergent of first or-
der, and the two-cycle method (6) with 2m implicit internal stages, which has second order of
convergence.

In this paper, we propose a second order stable time integrator with 2m − 2 implicit stages. Its com-
bination with a standard spatial discretization provides an unconditionally convergent totally discrete
scheme for the numerical resolution of a general parabolic problem. It has two main advantages with
respect to the two-cycle scheme: it is cheaper because it has less implicit stages and it belongs to the
class of fractional step Runge–Kutta (FSRK) schemes introduced in [2]. The fact that it is included
into the set of FSRK methods permits us to develop an easier study of its consistency and stabil-
ity as well as to avoid in a simple way the phenomenon called order reduction which appears in the
case of considering time dependent boundary conditions (see [12]). We want to remark that in the case
m = 2, if we choose an operator splitting of (1) of type alternating directions together with a standard
central difference spatial discretization, our proposal coincides with the classical Peaceman–Rachford
method; this is one of the reasons why our scheme can be considered as a generalization of this cel-
ebrated alternating direction method. The other main reason is based in the fact that the stability re-
sult obtained for our method coincides with the obtained one for the Peaceman–Rachford scheme
(A-stability in the same type of norms both for commutative and non-commutative operators). On
the other hand, if we focus on the comparisons which we did previously between our method and
the two-cycle scheme, our new proposal can also be considered as an improvement of such classical
scheme.

The contents of the rest of the paper are organized as follows: the second section is devoted to the
description of a general parabolic initial boundary value problem and the new method which we propose
to solve it numerically, the convergence of this new method is proven in the next section through the study
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of its consistency and stability and we include a last section where the theoretical results are illustrated
with various numerical examples.

2. General formulation: the problem and the method

Let us consider the following operational formulation for a general linear parabolic initial boundary
value problem whose coefficients may depend on time: Find u : [t0, T ] → H such that{ du

dt
= A(t)u + f (t), t ∈ (t0, T ],

Bu(t) = g(t) ∈ Hb, t ∈ (t0, T ], u(t0) = u0 ∈ H.

(3)

Here (H, ‖.‖, 〈., .〉) and (Hb, ‖.‖b, 〈., .〉b) are two Hilbert spaces. For each t ∈ [t0, T ], A(t) : D ⊆ H →
H is an unbounded elliptic differential operator and B : D ⊆ H → Hb is an abstract trace operator
which determines the type of boundary conditions considered (Dirichlet, Neumann, Robin, …); notice
that the fact that B is independent of t means that the boundary condition does not vary of type in time. We
denote with f (t) the source term, u0 is the initial condition and g(t) are the boundary data. We assume
that all these data are sufficiently regular and compatible in order to guarantee that u(t) is sufficiently
smooth both in space and time directions.

Let us consider a partition in m terms for operators A(t): A(t)=∑m
i=1 Ai(t), where Ai(t) : Di ⊆H→H

and D=⋂m
i=1Di , and also a partition in m smooth terms for the source term f (t)=∑m

i=1 fi(t). Let us also
use a decomposition of operator B in m new boundary operators of its same type Bi : Di ⊆ H → Hb

i

in such a way that Ker B = ⋂m
i=1 Ker Bi and such that, for any c > 0, the following elliptic problems

{(I − cAi) v = w ∈ H, Biv = vb ∈ Hb
i } have a unique solution which depends continuously on the

data w and vb.
There are two classical ways of developing and analyzing a numerical algorithm for solving problem

(3). Both options consist of a suitable time integration process, similar to the classical discretization
methods for ODEs, combined with a discretization technique for the spatial variables typical for elliptic
problems. The main difference between them is the order in which these processes are considered and it
has implications in the convergence analysis of the numerical algorithm. In this paper, we consider that
problem (3) is firstly discretized in time and then the resulting family of elliptic boundary value problems
is discretized in space. For example, the Peaceman–Rachford method can also be seen as the result of
applying firstly the following time semidiscretization to problem (1):⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
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,

(4)

where tn,i = tn + (i − 1)(�/2), for i = 1, 2, 3, i1 = i3 = 1, i2 = 2, A1(t) = �2/�y2, A2(t) = �2/�x2,
f1(t) ≡ f2(t) ≡ 0; a central difference discretization of the elliptic problems of (4) give us this well-
known numerical algorithm. Ui

n, i = 1, 2, 3, denote the internal stages of the method and un denotes
the semidiscrete numerical approximation to the exact solution in time tn = t0 + n�, i.e., un(x, y) ≈
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u(tn, x, y). With this formulation, we notice that the classical Peaceman–Rachford scheme admits a
natural generalization which permits us to use this method for the time integration of more general
parabolic problems like (3) (not just the classical heat flow equation). It is also interesting to notice that
other spatial discretization processes can be considered, not only of type finite differences (like in (2)),
but also finite element discretizations (see [11]) or spectral methods (see [1]) among others. Furthermore,
it can be proven that (4) can be applied in the case of considering an operator splitting as the addition
of two simpler operators which do not necessarily commute. Thinking of more general applications of
fractional step methods it seems logical to consider non-commuting splittings in an arbitrary number of
terms. Looking for classical methods designed for operator splittings in any number of non-commutative
operators, only two schemes can be found in the literature (see [6]). These methods are the fractionary
implicit Euler scheme⎧⎨⎩

{
U

j
n = U
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BjU
j
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(5)

which is convergent of first order and the second order two-cycle scheme⎧⎪⎪⎨⎪⎪⎩
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where ij = j − 1 if 2�j �m + 1, ij = 2m + 2 − j if m + 2�j �2m + 1 and the intermediate times are
tn,1 = tn, tn,i = tn + (�/2), i = 2, . . . , 2m, tn,2m+1 = tn + �.

For the same purposes, in this paper we introduce the following new method:⎧⎪⎪⎨⎪⎪⎩
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(7)

where ij = j if 1�j �m, ij = 2m − j if m + 1�j �2m − 1. The intermediate times are tn,1 = tn,
tn,j = tn + (�/2) (for j = 2, 3, . . . , 2m − 2), tn,2m−1 = tn + � = tn+1 and the coefficients considered are
d1 = dm = d2m−1 = 1

2 , dj = 1
4 ∀ j ∈ {2, . . . , m − 1} ∪ {m + 1, . . . , 2m − 2}.

Following the previous ideas, we come to a totally discrete scheme combining the previous time
integration with a suitable spatial discretization. It is clear that comparing method (7) consisting of m
levels with a two cycle (6) with the same number m of levels our proposal is cheaper since it has two
implicit stages less.

Notice that the time integrator involved in the classical Peaceman–Rachford scheme is a particular case
of our proposal since we obtain (4) if we consider m = 2 in (7).

3. Convergence analysis

The analysis of the convergence of the method proposed here is performed by separating suitably the
contributions of the time integration and the spatial discretization processes to the global error. From
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now on C denotes a generic constant independent of the time step � and the mesh size h. To carry out the
analysis of the time semidiscretization proposed, we use that (7) is a time discretization procedure which
can be included into the set of FSRK methods. Such schemes can be formulated as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
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being iQ ∈ {1, . . . , m} and tn,k = tn + ck�. It is clear that the calculus of the jth internal stage consists of

solving the following elliptic boundary value problem {(I− �a
ij
jjAij (tn,j ))U

j
n =Fn,j , Bij U

j
n =g(tn,j )},

where Fn,j is computed from the data of problem (3) and certain calculations from the previous internal
stages. The main advantage provided by these methods, compared to classical semiimplicit methods, is
that the operator implicitly involved in the calculation of the jth internal stage of an FSRK method is
Aij (t), whereas in classical implicit methods it is A(t). Therefore, if operators {Ai(t)}mi=1 are simpler, in a
sense, than A(t), the linear systems coming from the combination of a method of this type with a suitable
spatial discretization will be easier to solve. This facility will come from different causes depending on
the type of splitting chosen for the operators A(t). For example, if we choose a decomposition of type
alternating directions for the elliptic operator involved in a multidimensional problem and we combine
it with a suitable space discretization, we will reduce the problem to a set of systems with a structure
close to be essentially one dimensional (e.g. tridiagonal), much simpler than the classical structure of the
systems involved in classical implicit methods (e.g. block tridiagonal). On the other hand, if we choose a
splitting related to a suitable decomposition of the spatial domain (see [7]), we come to a set of uncoupled
linear systems per stage which can be solved simultaneously using parallel processors. FSRK methods
(8) fit in the class of additive RK methods using the following formulation:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
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by simply considering many additional null coefficients (ai
jk =0 for i �= ik, bi

k =0 for i �= ik and ai
jk =0

for k > j ). In order to organize the coefficients of a method of this type in an easily comprehensible
formula it is useful to resort to the following generalization of the Butcher table notations:

3.1. Consistency

An FSRK method is said to be consistent of order p if its local error in time tn+1, defined by �n+1 =
u(tn+1) − ǔn+1, where ǔn+1 is the numerical solution obtained after one step of (8) starting from the
exact solution in the previous time moment (ǔn =u(tn)), satisfies that �n+1 =O(�p+1). The necessary and
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sufficient conditions which an FSRK method must satisfy to be consistent of order p when it is applied to
solve a problem of type (3) are proven in [2]. In particular, an FSRK scheme is second order consistent
if and only if its coefficients satisfy

bT
i e = 1, bT

i c = 1
2 , bT

i Aj e = 1
2 ∀i, j ∈ {1, . . . , m}, (9)

where e = (1, . . . , 1) ∈ Rs . Using these order conditions and taking into account that our method,
using Butcher notations, corresponds to the following vectors and matrices (belonging to R2m−1 and
R(2m−1)×(2m−1), respectively):

c = (0, 1
2 , . . . , 1

2 , 1)T, b1 = (1
2 , 0, . . . , 0, 1

2 )T, b2 = (0, 1
2 , 0, . . . , 0, 1

2 , 0)T, . . . ,

bm−1 = (0, . . . , 0︸ ︷︷ ︸
m−2

, 1
2 , 0, 1

2 , 0, . . . , 0︸ ︷︷ ︸
m−2

)T, bm = (0, . . . , 0︸ ︷︷ ︸
m−1

, 1, 0, . . . , 0︸ ︷︷ ︸
m−1

)T,

it is not difficult to prove the following result:

Theorem 3.1. The method (7) satisfies the second order conditions (9) for any number m of levels.

Nevertheless, as it happens with many classical time integrators (see [13]) and also with the classical
Peaceman–Rachford method (see [5]), in the case of considering time-dependent boundary conditions
an order reduction occurs in our method from the classical order 2 to the order of the internal stages
q, where q is the largest integer satisfying jAiC

j−1e = Cj e, ∀i ∈ {1, . . . , m}, ∀j ∈ {1, . . . , q},
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with C = diag(c1, . . . , cs) ∈ Rs×s . Notice that q = 0 for our proposal (7) except for m = 2 (case of
Peaceman–Rachford method), where q = 1. Fortunately, techniques to avoid the order reduction have
been developed recently for general FSRK methods, which obviously can be used for this new method too.
As it happens with classical time integrators, this order reduction is caused by the fact that the classical
election for the boundary conditions for the internal stages, which consists of evaluating the boundary
data in the intermediate times tn,j , i. e., Bij U

j
n = g(tn,j ), is not the most appropriate one (see [12]). The

way of improving the boundary conditions is based in considering the following auxiliary iterations:

Û [0]
n = (u(tn,1), . . . , u(tn,s))

T,

Û [l]
n = eu(tn) + �

m∑
i=1

Ai(Â
n
i Û

[l−1]
n + F̂ n

i ), l�1,

where Ân
i =diag(Ai(tn,1), . . . , Ai(tn,s)), F̂ n

i =(fi(tn,1), . . . , fi(tn,s))
T and in choosingBij U

j
n =Bij Û

[l],j
n

(Û [l],j
n denotes the jth component of vector Û

[l]
n ) if we want to recover l units of the lost order. We want

to remark that these modifications are very easy to include in a standard code and that the increase of the
computational cost of the modified algorithm is negligible (see [12] for more details).

Using the theoretical results which appear in [12], it is deduced for our method that, if operators
{Ai(t)}mi=1 commute, then ‖�[l]

n ‖�C�q[l]+1, where �[l]
n is the local error obtained with our semidis-

crete scheme, considering boundary conditions improved l times for the internal stages, and q[l] =
min{2, q + l}. For the non-commutative case, it can be proven in a similar way that this local error
satisfies ‖�[l]

n ‖1,tn �C�q[l]+1, where ‖v‖1,t = ‖v‖ + �
2‖A1(t)v‖.

3.2. Stability

First of all, we define the operators −A0(t) = −A(t)|Ker B , which are assumed to be maximal and
monotone in H, i.e.{ ∀ h(t) ∈ H, ∃u(t) ∈ D ∩ Ker B such that u(t) − A0(t)u(t) = h(t), and

〈−A0(t)v, v〉�0, ∀v ∈ D ∩ Ker B,

and, in a similar way, we define −Ai,0(t) = −Ai(t)|Ker Bi
and we assume that the chosen splitting makes

that −Ai,0(t) preserve the properties of maximality and monotonicity of −A0(t).
Using a classical definition of stability, we say that our method (7) is stable if the difference between

the solution (un : n=0, 1, . . . , nf ) of (7) and the solution (vn : n=0, 1, . . . , nf ) of the perturbed scheme⎧⎪⎪⎨⎪⎪⎩
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It is not difficult to notice that the difference between the original solution of (7) and the perturbed solution
satisfies the recurrence

vn+1 − un+1 = Rn(vn − un) +
2m−1∑
j=2

Sj,n�
j
n,

where Rn ≡ (I − (�/2)A1,0(tn,2m−1))
−1T2m−2,nT2m−3,n · · · T2,n (I + (�/2)A1,0(tn,1)), Sj,n ≡ (I −

(�/2)A1,0(tn,2m−1))
−1T2m−2,nT2m−3,n · · · Tj,n, for j = 2, . . . , 2m − 2, and S2m−1,n ≡ (I − (�/2)

A1,0(tn,2m−1))
−1, being Tk,n = (I + �dkAik,0(tn,k))(I − �dkAik,0(tn,k))

−1. Consequently

vn+1 − un+1 = RnRn−1 · · · R0�0 +
n∑

k=0

2m−1∑
j=2

RnRn−1 · · · Rn−k+1Sj,n−k�
j
n−k .

In the case of considering operators {Ai(t)}mi=1 which commute and satisfy ‖Ai(t
′)v − Ai(t)v‖�

|t − t ′|Mi‖Ai(t)v‖, ∀t, t ′ ∈ [t0, T ], ∀v ∈ Di , we can use certain results from [3] to prove ‖Rn‖�(1 +
C�) and ‖Sj,n‖�1, ∀j = 2, 3, . . . , 2m − 1; from these bounds, the stability result (10) is immediately
deduced in the norm ‖ · ‖.

In the case of considering a splitting in operators which do not necessarily commute, we have proven the
following bounds for any k ∈ {0, . . . , n} ‖RnRn−1 · · · Rn−kv‖1,tn+1 �C‖v‖1,tn−k

, ‖RnRn−1 · · ·
Rn−k+1Sj,n−kv‖1,tn+1 �C‖v‖ ∀j = 2, . . . , 2m − 1; from these results we can also deduce the stabil-
ity property (10) in the norms ‖ · ‖1,ti . Finally, combining in a classical way this stability property with
the consistency of order q[l] it is easy to deduce the convergence of order q[l] of semidiscrete scheme
(7), i.e., ‖u(tn) − un‖1,tn �C�q[l], n = 1, 2, . . . , nf (‖u(tn) − un‖�C�q[l] for the commutative case).

3.3. Spatial discretization and convergence of the numerical algorithm

Applying a standard spatial discretization procedure to the stationary problems which arise in each
internal stage of (7) we obtain the numerical algorithm⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎧⎪⎨⎪⎩U
j
n,h = un,h + �

j∑
k=1

a
ik
jk(Aikh(tn,k) Uk

n,h + fikh(tn,k)),

Bij hU
j
n,h = gh(tn,j ), j = 1, . . . , s,

un+1,h = un,h + �
s∑

j=1
b

ij
j (Aijh(tn,j ) U

j
n,h + fijh(tn,j )), n = 0, 1, . . . , nf − 1.

(11)

For each i ∈ {1, . . . , m}, Ai,h(t) and Bi,h are linear operators, defined on suitable finite-dimensional
Hilbert spaces (Hh, ‖.‖h) and (Hb

h, ‖.‖b
h), which are assumed to be consistent approximations of order

r of Ai(t) and Bi , respectively. It is also assumed that operators −Ai,h(t) preserve the maximality and
monotonicity properties of −Ai(t). Besides, fi,h(t), gh(t) and rh(t)u(t) denote certain restrictions or
projections of fi(t), g(t) and u(t), respectively.

Under the previous hypotheses, the following unconditional convergence result can be deduced for (11)
(see [10]) ‖E[l]

�,h‖1,tn,h�C(hr + �q[l]), where E
[l]
�,h ≡ rh(tn)u(tn) − u

[l]
n,h is the global error obtained with

(11) considering l improvements for the boundary conditions imposed to the internal stages. Therefore,
we obtain for our proposal an unconditional convergence result of order r in space and order q[l] = 0, 1
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or 2 in time, depending on the boundary conditions of problem (1) and the improvements carried out for
the boundary conditions considered for the internal stages of the method.

4. Numerical examples

4.1. A 3D diffusion-reaction problem: alternating direction technique

We face here the numerical resolution of the following evolutionary problem⎧⎪⎨⎪⎩
�u

�t
= (1 + e−t xyz)�u − 2xyzu + f, (t, x, y, z) ∈ (0, 2) × �,

u(0, x, y, z) = cos (�x) cos (�y) cos (�z), (x, y, z) ∈ �,

u(t, x, y, z) = g(t, x, y, z), (t, x, y, z) ∈ [0, 2) × ��,

(12)

where � = (0, 1)3 ⊆ R3; the source term f and the time-dependent boundary data g have been chosen
such that u(t, x, y, z) = e−t cos(�x) cos(�y) cos(�z) is the exact solution of (12). For this example we
have combined our method with m = 3 and the following alternating direction type splitting: A1(t) =
(1+e−t xyz)(�2u/�x2)− 2

3xyzu, A2(t)=(1+e−t xyz)(�2u/�y2)− 2
3xyzu, A3(t)=(1+e−t xyz)(�2u/�z2)

− 2
3xyzu and fi = 1

3f, i = 1, 2, 3, with a central spatial discretization.
The maximum global errors have been computed as follows:

E
[l]
�,h = max

n,i,j,k
|u(tn, xi, yj , zk) − u

[l]
n,i,j,k|, (tn = n�, xi = ih, yj = jh, zk = kh),

where u
[l]
n,i,j,k is the numerical solution obtained with our totally discrete scheme (11) considering for

the internal stages boundary data which have been improved l times. From these quantities we have
computed the numerical orders of convergence o

[l]
�,h = log(E

[l]
�,h/E

[l]
�/2,h/2)/ log 2. We show in each cell of

Table 1 the global errors (upper numbers) and the numerical orders of convergence (lower ones) computed
for different time steps and spatial mesh sizes satisfying N� = 0.8, where N = 1/h. We observe that
order 0 appears in the case of considering classical boundary values for the internal stages (l = 0) and
that this order is increased until 2, avoiding completely the order reduction phenomenon, if we use the
modifications explained before.

Table 1
Global errors and convergence orders for example 1

N = 8 N = 16 N = 32 N = 64 N = 128 N = 256

l = 0 7.502E − 3 5.763E − 3 5.164E − 3 5.081E − 3 5.081E − 3 5.082E − 3
0.38049 0.15827 0.02344 0.00000 −0.00039

l = 1 2.903E − 3 1.304E − 3 5.596E − 4 2.261E − 4 8.200E − 5 2.689E − 5
1.15427 1.22094 1.30709 1.46349 1.60865

l = 2 1.936E − 3 6.170E − 4 1.831E − 4 4.887E − 5 1.239E − 5 3.113E − 6
1.64975 1.75244 1.90582 1.97950 1.99295
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Ω11 Ω21 Ω12 Ω22

Ω31 Ω41 Ω32 Ω42

Ω13 Ω23 Ω14 Ω24

Ω33 Ω43 Ω34 Ω44

Fig. 1. Domain decomposition considered.

4.2. Domain decomposition of a 2D convection-diffusion-reaction problem

We consider here the following problem:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
�u

�t
= (1 + e−t )�u +

(
y − 1

2

)
�u

�x
−

(
x − 1

2

)
�u

�y
− (1 + 2xy)e−2tu,

(t, x, y) ∈ (0, 2) × �,

u(0, x, y) = e9+(1/((x−1/2)2+(y−1/2)2−1/9)) (x, y) ∈ �,

u(t, x, y) = 0, (t, x, y) ∈ [0, 2) × ��.

(13)

and a splitting in four terms related to a decomposition of the square �= (0, 1)2 ⊆ R2 as the union of four
overlapped subdomains, each one of them consisting of four disjoint connected components: �=⋃4

i=1�i ,
where �i = ⋃4

j=1 �ij with �ij ∩ �ik = ∅ if j �= k, see Fig. 1.
Now we must construct a smooth partition of unity subordinated to this domain decomposition; it will

consist of four functions {�i}4
i=1. Each one of these functions is associated with one subdomain in such

a way that �i takes the value 1 in the points that belong to �i and not to any other subdomain, takes the
value 0 in the points that do not belong to �i and varies smoothly from 1 to 0 in the overlaps of �i with
the rest of subdomains.

To specify the smooth partition of unity chosen for this example, we define

i1(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 if x ∈

[
0,

1

4
− d

]
∪

[
1

2
+ d,

3

4
− d

]
,

0 if x ∈
[

1

4
+ d,

1

2
− d

]
∪

[
3

4
+ d, 1

]
,

1

2
+ (−1)4�

(
3

4d
(x − �) − 1

4d3 (x − �)3
)

if x ∈ [� − d, � + d], � = 1

4
,

1

2
,

3

4

and i2(x) = 1 − i1(x), where the chosen size for the overlapping zones is d = 1
8 . We define the fol-

lowing partition of unity in �: �1(x, y) = i1(x)i1(y), �2(x, y) = i2(x)i1(y), �3(x, y) = i1(x)i2(y) and
�4(x, y)=i2(x)i2(y). Using this partition we have made the following splittings: Ai(t)=�iA(t), fi=�if ,
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Table 2
Global errors and convergence orders for example 2

N = 16 N = 32 N = 64 N = 128 N = 256 N = 512 N = 1024

1.166E − 1 5.013E − 2 2.064E − 2 6.893E − 3 1.652E − 3 4.236E − 4 1.022E − 4
1.21729 1.28022 1.58222 2.06080 1.96347 2.05182

i = 1, 2, 3, 4. We have obtained again a totally discrete scheme applying our method (with m = 4 levels
and six implicit internal stages) as time integrator combined with classical central differences for the
spatial discretization.

It is interesting to notice that for each internal stage we have to solve a linear system in just the
mesh points of one of the subdomains and not in the whole spatial domain �. Moreover, the fact that
each subdomain consists of four disjoint components offers us the possibility to parallelize the needed
calculations since the system involved in each internal stage can be reduced to four uncoupled linear
systems of smaller dimensions. This is the typical improvement that the use of the classical domain
decomposition technique provides. Note also that our method has got an additional advantage with
respect to classical domain decomposition techniques because we do not have additional cost due to
processes of type Schwarz iterations.

As we do not know the exact solution of problem (13), we have used the double mesh principle to
estimate the global errors, i.e., E

[0]
�,h ≈ maxn,i,j |u�

n,h(i, j) − u
�/2
n,h/2(i, j)|, where u�

n,h is the numerical

solution obtained considering time step � and mesh size h and u
�/2
n,h/2 is the numerical solution obtained

after two steps of size �/2 in a mesh whose size is h/2; we compare both numerical solutions in the
points of the coarser grid. Notice also that in this problem we have homogeneous boundary conditions
and that is the reason why we can achieve order 2 considering the classical boundary conditions for the
internal stages. Both global errors and estimated numerical orders of convergence obtained for different
time steps � satisfying N� = 0.32 are shown in Table 2.

For the two examples contained in this section we have performed the same type of experiments
substituting our method by a two-cycle alternating direction method with the corresponding number of
levels. We have used the same time step sizes � and numbers of mesh points N. We have also used improved
boundary conditions for the first example. For these experiments the maximum global errors have been
40% larger, in average, than the errors provided by our method. Besides, we want to remark that in the
first example the two-cycle method (six implicit stages) has a 50% extra computational cost per time
step compared to our method (four implicit stages). In the second example, the computational cost of the
two-cycle method (eight implicit stages) is 33% larger than the required one by our method (six implicit
stages).

References

[1] I. Alonso-Mallo, B. Cano, J.C. Jorge, Spectral-fractional step Runge–Kutta discretizations for initial boundary value
problems with time dependent boundary conditions, Math. Comp. 73 (248) (2004) 1801–1825.

[2] B. Bujanda, J.C. Jorge, Fractional step Runge–Kutta methods for time dependent coefficient parabolic problems, Appl.
Numer. Math. 45 (2003) 99–122.



688 L. Portero, J.C. Jorge / Journal of Computational and Applied Mathematics 189 (2006) 676–688

[3] M. Crouzeix, Sur l’approximation des équations différentielles opérationnelles linéaires par des méthodes de Runge–Kutta,
Thèse d’Etat, Univ. Paris 6, 1975.

[4] J. Douglas Jr., On the numerical integration of �2u

�x2 + �2u

�y2 = �u
�t by implicit methods, J. Soc. Indust. Appl. Math. 3 (1) (1955)

42–65.
[5] G. Fairweather, A.R. Mitchell, A new computational procedure for A.D.I. methods, SIAM J. Numer. Anal. 4 (1967)

163–170.
[6] G.I. Marchuk, Splitting and alternating direction methods, in: P.G. Ciarlet, J.L. Lions (Eds.), Handbook of Numerical

Analysis, vol. 1, North-Holland, Amsterdam, 1990, pp. 199–460.
[7] T.P. Mathew, P.L. Polyakov, G. Russo, J. Wang, Domain decomposition operator splittings for the solution of parabolic

equations, SIAM J. Sci. Comput. 19 (3) (1998) 912–932.
[8] D.W. Peaceman, H.H. Rachford, The numerical solution of parabolic and elliptic differential equations, J. Soc. Indust.

Appl. Math. 3 (1) (1955) 28–41.
[9] L. Portero, B. Bujanda, J.C. Jorge, A combined fractional step domain decomposition method for the numerical integration

of parabolic problems, Lecture Notes in Comput. Sci. 3019 (2004) 1034–1041.
[10] L. Portero, J.C. Jorge, Fractional step methods with improved time dependent boundary conditions for evolution problems,

Preprint of Departamento de Matemática e Informática, Universidad Pública de Navarra, 2003.
[11] L. Portero, J.C. Jorge, Special meshes and domain decomposition methods for evolutionary convection-diffusion-reaction

problems, Internat. J. Numer. Methods Fluids 47 (2005) 1237–1243.
[12] L. Portero, J.C. Jorge, B. Bujanda, Avoiding order reduction of fractional step Runge–Kutta discretizations for linear time

dependent coefficient parabolic problems, Appl. Numer. Math. 48 (3–4) (2004) 409–424.
[13] J.M. Sanz-Serna, J.G. Verwer, W.H. Hundsdorfer, Convergence and order reduction of Runge–Kutta schemes applied to

evolutionary problems in partial differential equations, Numer. Math. 50 (1986) 405–418.
[14] N.N. Yanenko, The Method of Fractional Steps. The Solution of Problems of Mathematical Physics in Several Variables,

Springer, New York, Heidelberg, 1971.


	A generalization of Peaceman--Rachford fractional step method
	Introduction
	General formulation: the problem and the method
	Convergence analysis
	Consistency
	Stability
	Spatial discretization and convergence of the numerical algorithm

	Numerical examples
	A 3D diffusion-reaction problem: alternating direction technique
	Domain decomposition of a 2D convection-diffusion-reaction problem

	References


