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l 
et f be a f un c t i on  f :  R----> R and ~ a root o f f ,  that is, f (~)  = O. It is well known  that i f  we 

take Xo close to ~, and under  certain condit ions that I wil l  not explain here, the Newton  

method 

f ( x n )  
X n + l  = x n  f ' ( X n ) '  n = O' l '  2' " " " 

generates a sequence {Xn}n=O that  converges to (. In fact, 
Newton 's  original ideas on the subject, around 1669, were 
considerably more complicated. A systematic study and a 
simplified version of  the method are due to Raphson in 
1690, so this iteration scheme is also known as the New- 
ton-Raphson method. (It has also been described as the tan- 
gent method, from its geometric interpretation.) 

In 1879, Cayley tried to use the method to find complex 
roots of  complex functions f :  C ---) C. If we take z0 E C and 
we iterate 

f(Zn) 
Z n + t  = Zn f ' ( Z n ) '  n = 0, 1, 2 , . . . ,  (1) 

he looked for conditions under  which the sequence {Zn}n=O 

converges to a root. In particular, if we denominate the a t -  

t r a c t i o n  b a s i n  of a root  ~ as the set of  all z0 E C such that 
the method converges to ~, he was  interested in identify- 
ing the attraction basin for any root. He solved the prob- 
lem w h e n f i s  a quadratic polynomial. For cubic polynomi- 
als, after several years of  trying, he finally declined to 
continue. We now know the fractal nature of  the problem 

and we can understand that Cayley's failure to make any 
real progress at that  time was inevitable. For  instance, for 
f ( z )  = z 3 - 1, the Julia se t - - the  set of  points where New- 
ton's  method fails to converge- -has  fractional dimension, 
and it coincides with the frontier of  the attraction basins 
of  the three complex r o o t s  e 2k~/3, k = 0, 1, 2. With the aid 
of  computer-generated graphics, we can show the com- 
plexity of  these intricate regions. In Figure 1, for example, 
I show the attraction basins of  the three roots  (actually, 
this picture is well known; for instance, it already appears 
published in [5] and, later, [16] and [21]). 

There are two motives for studying convergence of  itera- 
tive methods: (a) to find roots of  nonlinear equations, and to 
know the accuracy and stability of  the numerical algorithms; 
(b) to show the beauty of  the graphics that can be generated 
with the aid of computers. The first point of view is numeri- 
cal analysis. General books on this subject are [9, 13]; more 
specialized books on iterative methods are [3, 15, 18]. For the 
esthetic graphical point of  view, see, for instance, [16]. 

Generally, there are three strategies to obtain graphics 
from Newton's  method: 

(i) We take a rectangle D C C and we assign a color (or 
a gray level) to eachpo in t  z0 E D according to the root  
at which Newton's  method starting from z0 converges; 
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Figure 1. Newton's method. Figure 2. Newton's method for multiple roots. Figure 3. Convex acceleration of Whittaker's 

method, 

(ii) 

(iii) 

and  we mark  the poin t  as  b lack  (for ins tance)  if the  

me thod  does  not  converge.  In this way, we dis t inguish 
the  a t t ract ion bas ins  by  thei r  colors. 
Ins tead  of  assigning the color  according to the  roo t  

r eached  by the method,  we  assign the color  accord ing  
to  the  number  of  i te ra t ions  required to reach  some  
roo t  with a fLxed precis ion.  Again, b lack  is used  if the  

me thod  does  not  converge.  This does  not  single out  
the  Julia  sets, but  it  does  genera te  nice pictures.  
This is a combina t ion  of  the  two previous  s trategies.  

Here, we assign a co lor  to  each a t t rac t ion  bas in  of  a 
root.  But we make  the co lor  l ighter or  da rker  accord-  

ing to  the number  of  i te ra t ions  needed  to reach  the 
roo t  with the f ixed prec i s ion  required. As before,  we 
use b lack  if the me thod  does  not  converge. In my  opin- 

ion, this  genera tes  the  mos t  beautiful  pictures.  

All these  s trategies  have been  extensively used  for poly- 
nomials ,  mainly for po lynomia ls  of  the form z n - 1 whose  

roo ts  are  well  known. Of course,  many o ther  famil ies  of  
funct ions  have been  studied.  See [4, w 6] for fur ther  refer- 
ences.  Fo r  instance, a nice p ic ture  appears  when we apply  
the  me thod  to the  po lynomia l  (z 2 - 1)(z 2 + 0.16) (due to 

S. Sutherland,  see  the  cover  i l lustrat ion of  [17]). 

Although Newton ' s  method  is the bes t  known, in the lit- 
era ture  there  are  many  o ther  i terat ive me thods  devoted to 

fmding roo ts  of  nonl inear  equations.  Thus, my aim in this 
art icle is to s tudy some of  these  i terat ive me thods  for solv- 

ing f ( z )  = 0, where  f :  C ---) C, and to show the fractal  pic- 
tures  that  they  genera te  (mainly, in the  sense  descr ibed  in 
(iii)). Not to neglect  numerica l  analysis,  I will compare  the 

regions of  convergence  of  the me thods  and their  speeds.  

Concepts Related to the Speed of Convergence 
Let {Zn]n= 0 be a complex  sequence.  We say  that  a E [1, ~)  
is the order o f  convergence of the sequence  if 

n li~m~176 ~n = ~l ~ - C, (2) 

where  ~ is a comp lex  number  and C a nonzero  constant;  
here, if a = 1, we assume an ex t ra  condi t ion  ICI < 1. Then, 
the convergence  of  o rder  a implies  tha t  the  sequence 

{Zn}n-0 converges  to ~ when n --~ o~. (The definit ion of  the  
order  of  convergence  can be ex tended  under  some cir- 
cumstances;  but  I will not  worry  about  that .)  Also, it is said 

that  the o rde r  of  convergence  is at  leas t  a if the  cons tant  
C in (2) is a l lowed to be 0, or, the equivalent,  if there  ex- 

ists a cons tan t  C and an index no such that  IZn+l -- ~ 

Figure 4. Double convex acceleration of Figure 5. Halley's method. 

Whittaker's method. 

Figure 6. Chebyshev's method. 
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Figure 7. Convex acceleration of Newton's Figure 8. (Shifted)Stirling's method. 

method (or super-Halley's method). 

Figure 9. Steffensen's method. 

Clzn - ~1 ~ for any n -> no. Many t imes,  the  "at least" is left  

tacit.  I will do so in this  article. 
The order  of  convergence  is used  to compare  the speed  

of  convergence  of  sequences,  unders tanding  the speed  as  

the number  of  i tera t ions  necessa ry  to reach  the limit with 
a required precis ion.  Suppose  that  we  have two sequences  

o c  ! c o  

[Zn}n= 0 and {Zn]n= 0 converging to the  same limit ~, and as-  

sume that  they  have, re- 
spectively,  o rders  of  con- 
vergence  a and a ' ,  where  

> a ' .  Then, it is c lear  

that, asymptot ical ly ,  the  

sequence {Zn}n=0 con- 
verges  to i ts l imit more  
quickly (with fewer  i terat ions for  the  same approximat ion)  

than the o ther  sequence.  
More ref ined measures  for  the  speed  of  convergence  are  

the concep ts  of  i n f o r m a t i o n a l  e f f i c i e n c y  and e f f i c i ency  in-  

dex  (see [ 18, w 1.24]). If each i te ra t ion  requires  d new p ieces  
of  informat ion (a "piece of  informat ion" typical ly  is any 
evaluat ion of  a function or  one of  its derivatives),  then the 

informat ional  efficiency is d and the efficiency index is o~ TM, 

The order of convergence is 
used to compare the speed of 
convergence of sequences. 

where  c~ is the o rde r  of  convergence.  Fo r  the  me thods  that  
I am dealing with here,  it  is easy to der ive both  the  infor- 

mat ional  eff iciency and the efficiency index  f rom the or- 

der. I will do this here  for the  efficiency index. 
The efficiency index is useful  because  it a l lows us to 

avoid artificial  acce le ra t ions  of  an i terat ive method.  For  in- 

stance,  let  us suppose  that  we have an i terat ive p rocess  
Zn+l = r wi th  o rder  of  
convergence  a and we 
take  a new process  z~ = 

Zo, Zn+l = ~b(~b(z*)). Then 
it is c lear  that  the  new se- 

quence is mere ly  Zn = Z2n, 

but  {Zn}n=O has  order  of  
convergence  a 2. However ,  both  sequences  {Zn}n=O and 

{z*}n=o have the same efficiency index. 
In my opinion, when  we have an i terat ive me thod  Zn+l = 

~b(zn), the efficiency index is more  sui table  than  the order  

of  convergence  to measure  the compu te r  t ime that  a 
me thod  uses  to converge.  But, as  happens  in our  case, if 4) 
involves a funct ion f and its derivatives,  the  efficiency in- 
dex  still has  a missing element:  it does  not  take  into a c -  

Figure 10. Midpoint method. Figure 11. Traub-Ostrowski's method and 

Jarratt's method. 

Figure 12. Inverse-free Jarratt's method. 
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count  the computa t iona l  work  involved in comput ing  f ,  f ' ,  
. . . .  To avoid this, a new concep t  of  efficiency is given: the 

c o m p u t a t i o n a l  e f f i c i e n c y  (see  [18, Appendix  C]). Suppose  
that,  in a method  4) re la ted  with  a function f ,  the  cos t  of  
evaluat ing 4) is O(f)  (for instance,  in Newton 's  method,  if 

the  cos t  of  evaluating f and  f '  are  respect ively  00 and 01, 
we have O(f)  = 00 + 01); then, the  computa t iona l  eff iciency 
of  ~b relat ive t o f i s  E ( r  = ~ l / O ( f )  where,  again, a is the  

o rde r  of  convergence.  But it is difficult to es tabl ish  the  

value of  0(f) ;  moreover ,  it  can depend  on the computer ,  
so the  computa t iona l  eff iciency is not  very much  used  in 
pract ice .  In the l i terature,  the  mos t  used  of  these  measu res  

is the  o rder  of convergence;  however ,  this is the  one that  
p rov ides  least  informat ion about  the compute r  t ime nec- 
e ssa ry  to fmd the roo t  wi th  a required precision.  

Finally, note that, to ensure  the  convergence  of  an iter- 

ative method  Zn+ 1 = ~ ( Z n )  in tended  for solving an equat ion 
f ( z )  = 0, it  is usual ly necessa ry  to begin the me thod  from 

a po in t  z0 close to the solut ion ~. How close depends  on 

and fi  Usually the hypo theses  of  the theorems  that  guar- 
an tee  the convergence  (I will give references  for  each  

me thod)  are hard  to check; and, moreover ,  a re  too  de- 
manding.  So, if we want  to so lve r ( z )  = 0, it is c o m m o n  to 
t ry  a method  without  taking into account  any hypothesis .  

Of course,  this does  not  guarantee  convergence,  but  it is 
poss ib le  that  we will find a solut ion (if there  is more  than 
one solution, we also cannot  know which solut ion is going 

to be  found). 
Here, I will do some numer ica l  exper iments  wi th  differ- 

ent  funct ions (s imple and hard  to evaluate)  that  a l low com- 
pa r i sons  of the computa t iona l  t ime used. In addit ion,  I will 

begin  the i terat ions in different  regions of  the complex  
plane.  This will a l low us to measure  to some ex ten t  how 
demanding  the me thod  is regarding the star t ing po in t  to 

f ind a solution. As the  fractal  that  appears  becomes  more  
complicated,  it seems  that  the  method  requires more  con- 

di t ions on the initial point.  

] 'he  N , ,mer lca !  M e i h e , l s  

In this  section, let  us cons ide r  some i terat ive me thods  

zn+l  = c~(zn) for solving f ( z )  = 0 for a complex  funct ion 
f :  C --~ C. I only give a br ie f  descr ip t ion  and a few refer- 

ences. In all these methods,  we take a starting point  z0 E C. 

�9 Newton ' s  method:  This is the  i terat ive me thod  (1), the  
bes t  known and mos t  used,  and  can be found in any b o o k  
on numerica l  analysis.  I have a l ready commen ted  on it 

in the  introduction.  Its o rde r  of  convergence  is 2. 
�9 Newton ' s  me thod  for  mul t ip le  roots:  

f ( Z n ) f ' ( z n )  

Z n +  1 : Z n  - -  f , ( z n )  2 _ f(zn)f"(Zn)" 

Actually, Newton's  method has order  2 when the root  o f f  
that  is found is a simple root. For  a multiple root, its order  

of  convergence is 1. This method recovers the order  2 for 
multiple roots. It can be deduced  as follows: f f f h a s  a root  
of  multiplicity m -> 1 at  ~, it is easy to check that  g(z)  = 

~z) has a s imple root  at ~. Then, we only need to apply the f,(z) 
ordinary Newton 's  method to the equation g(z)  = O. 

�9 Convex acce le ra t ion  of  Whi t taker ' s  me thod  [11]: 

with 

f (Zn)  
Zn+l = Zn 2f'(Zn) (2 - Lf(zn)) 

f(z)f"(z) 
L f ( z ) -  f , ( z ) 2  

Whit taker ' s  me thod  (also known as the paral le l -chord 
method,  f rom its geometr ic  in te rpre ta t ion  for funct ions 

f :  ~ ~ ~,  see  [15, p. 181]) is a s impli f icat ion of  Newton 's  
me thod  in which, to avoid comput ing  the derivative, we 
make  the approx imat ion  f ' ( z )  ~ 1/A with  A a constant .  

We try to choose  the pa rame te r  A in such a way that  
F(z )  = z - )tf(z) is a contract ive  function,  and so will 
have a f ixed po in t  (it is c lear  that  a f ixed poin t  for F is 

a roo t  for  J). This is a method  of  o rde r  1. The convex ac- 
ce lera t ion is an order  2 method.  

�9 Double  convex  acce lera t ion  of  Whi t taker ' s  me thod  [11]: 

f ( z ~ )  [2 - 
L f ( zn)  Zn+l = Zn 4f ' (Zn)  

4 + 2Lf (zn)  

+ 2 - L - f ( Z n ~  - L f ( z n ) )  )" 

This is a new convex  acce le ra t ion  for  the previous  iter- 

ative process .  It has order  3. 

�9 Halley's me thod  (see [18, p. 91], [3, p. 247], [9, p. 257], [8]): 

f (Zn)  2 1 
Z n  + 1 = Z n - -  Z n  

f ' ( Z n )  2 - Lf ( zn )  f'(zn) f"(zn) 
f(z.) 2f'(z,) 

This was  p re sen ted  in about  1694 by  Edmund Halley, 

who is well  known  for first comput ing  the orbit  of  the  
comet  tha t  carr ies  his name. It is one of  the most  fre- 
quently red i scovered  i terat ive funct ions  in the l i terature.  

F rom its geometr ic  in terpre ta t ion  for  real  functions,  it  is 
also known  as  the  method  of  tangent  hyperbolas .  Alter- 
natively, it  can  be in terpre ted  as  applying Newton 's  

me thod  to the  equation g(z )  = 0 with g(z )  = f ( z ) /  fX/f~.  
Its o rde r  of  convergence  is 3. 

�9 Chebyshev's  method (see [18, p. 76 and p. 81] or [3, p. 246]): 

Z n + l  = Z n  f ' ( Z n )  

This is also known  as  Euler-Chebyshev 's  me thod  or, f rom 
its geometr ic  in terpre ta t ion  for  real  functions,  the 
method  of  t angent  parabolas .  It has  o rde r  3. (This method  
and the prev ious  one are  p robab ly  the  bes t -known orde r  

3 me thods  for  solving nonl inear  equat ions.)  

�9 Convex acce le ra t ion  of  Newton 's  method,  or  the super-  

Halley me thod  [7]: 
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f ( Z n )  2 - L f ( Z n )  

Z n + l  = Zn  2 f ' ( Z n )  1 - L f ( z ,~ )  

f ( z n )  1 + 

= Zn f '  ( Z n )  1 ~ L ~ n  ) 

This is an order  3 method.  (Note that,  in [3, p. 248], it  is 

cal led Halley-Werner 's  method. )  

One group of  p rocedures  for solving nonl inear  equat ions 

are  the  fLxed-point methods,  me thods  for solving F ( z )  = z .  

The bes t -known of  these  me thods  is the one that  i te ra tes  

Zn+ 1 = F(Zn); it is an o rde r  1 me thod  and needs  a s t rong 
hypothes is  on F to converge;  that  is, it requires F to be  a 

contrac t ive  function. 
An o rde r  2 method  for  solving an equation F ( z )  = z is 

Stirling's f ixed-point  me thod  [3, p. 251 and p. 260]. It s ta r t s  

at  a sui table  po in t  z0 and i tera tes  

Z n -  F ( z n )  
Zn+ 1 = Zn  -- 

1 - F ' ( F ( z n ) ) "  

If we want  to solve an equa t i on f ( z )  = 0, we can trans-  
form it into a fLxed-point equation. To do this, we can take  

F ( z )  = z - f ( z ) .  It is then clear  that  F ( z )  = z r f ( z )  = 0, so 
we can try to use  a f ixed-point  me thod  for F. But this is not  

the  only way: for instance,  we can  take  F ( z )  = z - Af(z) 
with A r 0 a cons tan t  (one example  is Whi t taker ' s  method,  

a l ready  ment ioned) ,  or  F ( z )  = z - q ~ ( z ) f ( z )  with q~ a non- 
vanishing function. Also, we can isolate  z in the express ion  

f ( z )  = 0 in different  ways  (for instance,  if  we have z 3 - z + 
tan(z)  = 0, we can isolate  z 3 + tan(z)  = z or  a r c t a n ( z -  

z 3) = z). This gives many different  f ixed-point  equat ions 

F ( z )  = z for  the same original equa t ion f ( z )  = 0. 
Fur thermore ,  when we try to so lve f ( z )  = 0 by  means  of  

an i terat ive me thod  z~+l = r l ike the ones  shown 

above, and {Zn}n=O converges  to ~, it is c lear  that  ~is  a f ixed 
po in t  for  r (upon requiring that  ~b be  a cont inuous  func- 

t ion and taking limits in Zn+l  = 4)(zn)) .  So, wi thout  notic- 
ing, we are  dealing with fLxed-point methods.  

But it is interest ing to check what  happens  if we mere ly  
use  F ( z )  = z - f ( z )  without  worry ing  about  any hypothe-  

sis. In this  way, we have 

�9 (Shifted) Stirling's method:  

f ( Z n )  

Z n + l  = Zn  f ' ( Z n  -- f ( Z n ) ) "  

Its o rde r  of  convergence  is 2. 

In all the  me thods  tha t  we have seen  until  now, the  

funct ion f and  its der ivat ives  a re  evaluated,  in each  s tep  
of  the  method ,  for  a single point .  There  are  o the r  tech-  

niques for  solving nonl inear  equat ions  that  require  the  
eva lua t ion  o f f  or  its der ivat ives  at  more  than  one po in t  
in each  step.  These  i te ra t ive  m e t h o d s  are  known  as  mul- 
t ipoin t  methods .  They are  usual ly  employed  to inc rease  

the  o r d e r  of  convergence  wi thou t  comput ing  more  deriv- 
a t ives  of  the  funct ion involved.  A genera l  s tudy  of  multi-  

po in t  me thods  can  be  found in [18, Ch. 8 and 9]. Let us  
look  at  some  of  them. 

�9 Steffensen 's  me thod  (see [15, p. 198] or  [18, p. 178]): 

f ( z n )  
Z n + l  = Zn  g ( z ~ )  

with g ( z )  = f(z +f(z)) - f (z )  This is one of  the  s imples t  mul- f(z) 
t ipoint  methods.  The i terat ive funct ion is genera ted  by  a 
derivative est imation:  we insert  in Newton ' s  method,  for  
small  enough h = f ( z ) ,  the es t imate  f ' ( z ) - ~  f(z+h)-f(z) _ h 
g ( z ) .  This avoids  comput ing  the derivat ive off .  This is an 
order  2 me thod  (observe  that  it p rese rves  the  order  of  

convergence of  Newton ' s  method) .  

Midpoint  me thod  (see [18, p. 164] or  [3, p. 197]): 

f(z~) 
Zn+ 1 = Z n -- ( f ( z n )  I �9 

f '  z n  2 f ' ( Z n )  ] 

This is an order  3 method.  

�9 Traub-Ostrowski ' s  me thod  (see [18, p. 184] or  [3, p. 230]): 

Zn+ 1 = Z n -- U ( Z n )  
f ( z  n - -  U ( Z n )  ) - -  f ( Z n )  

2 f ( z  n -- U ( Z n )  ) -- f ( Z n )  

with u ( z )  = f(z) f , ~ .  Its o rder  of  convergence  is 4, the  high- 

est  for the me thods  that  we are studying. 

�9 Jar ra t t ' s  me thod  [12, 2] (for different  express ions ,  see  

also [3, p. 230 and p. 234]): 

1 
= Z n -- ~--- .~--?Z(Zn') + Z n + l  

f ( z n )  

f '  (Zn) - 3 f '  (Zn 2 - ~U(Zn)) 

where, again, u ( z )  = f(*) f ~ .  This is also an o rde r  4 method�9 

�9 Inverse-free Jar ra t t ' s  method  (see [6] or  [3, p. 234]): 

Zn+I = Zn -- U(Z~) + ~U(Zn)h(zn)  1 - 7h ( z~)  , 

with u ( z )  = f(z) f ~  a n d  h ( z )  - 

der  4 method.  

f ' ( z  - ~ u ( z ) )  - f ' ( z )  
�9 A l s o  a n  o r -  

i f ( z )  

Fractal Pictures and Comparative Tables 
I will now apply  the i terat ive methods  that  we have seen 

in the  previous  sec t ion  to obta in  the  complex  roo ts  of  the 

funct ions 

/ s in(z)  ~ 3 
f ( z )  = z 3 - 1 a n d f f ( z )  = exp ~ - - ~ ) ( z  - 1). 

It is c lear  that  the roo ts  o f f *  are the  same as the  roots  of  
f ,  that  is, 1, e 2~n/3 and e 4~/3. But the  funct ion f *  t akes  much  

more  compute r  t ime to evaluate.  Moreover,  the  success ive  
der ivat ives  o f f  a re  eas ier  and  easier,  con t ra ry  to the  gen- 

eral  case. This does  not  happen  with f* .  So, f *  can be a 
be t te r  tes t  of  the  speed  of  these  numer ica l  me thods  in gem 
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r'able 3. Function f* and rectangle R~ "able 1. Function f and rectangle  R 

Ord Eff NC I /P T P/S I /S 

Nw 2 1.41 0.00267 7.52 1 1 1 

NwM 2 1.26 0.00381 7.93 1.17 0.857 0.904 

CaWh 2 1.41 24.5 18.9 3.23 0.309 0.778 

DcaWh 3 1,44 0.125 6.5 1.41 0.711 0.615 

Ha 3 1.44 0 4.38 0.901 1,11 0.646 

Ch 3 1,44 0.0492 6.27 1.11 0.902 0,752 

CaN/sH 3 1.44 0 3.82 0.815 1.23 0.623 

Stir 2 1.41 86.6 36.4 4.71 0.212 1.03 

Steff 2 1.41 85 35.7 5.79 0.173 0.820 

Mid 3 1.44 4.62 6.32 1.1 0.911 0.766 

Tr-Os 4 1.59 0 3.69 0.696 1.44 0.705 

Ja 4 1.59 0 3.69 0.699 1.43 0.702 

IfJa 4 1,59 1.62 7.45 1.41 0.711 0.705 

Ord Eft  NC l iP T P/S I /S 

Nw 2 1.41 3,06 8.17 1 1 1 

NwM 2 1.26 2.86 8.2 1.47 0,681 0,683 

CaWh 2 1.41 33.2 19.9 3.58 0.279 0.679 

DcaWh 3 1.44 18.1 11 1.88 0.532 0.714 

Ha 3 1,44 0.321 4.48 0.918 1.09 0.597 

Ch 3 1.44 11.5 9,11 1,56 0.641 0.714 

CaN/sH 3 1,44 1.92 4.59 0.907 1,10 0,619 

Stir 2 1.41 87.7 36.5 4.04 0.248 1.10 

Steff 2 1.41 84.5 35.6 3.39 0.295 1,28 

Mid 3 1.44 5.61 6.57 1.21 0.824 0.662 

Tr-Os 4 1.59 1.10 4.03 0.677 1.48 0.729 

Ja 4 1.59 0.965 3.99 0.777 1.29 0.628 

IfJa 4 1.59 19 11.2 1.71 0.584 0.797 

eral. (Note that many of  these iterative methods are also 
adapted to solve systems of  equations or equations in Ba- 
nach spaces. Here, to evaluate Frdchet derivatives is, usu- 
ally, very difficult.) 

I take a rectangle D C C and I apply the iterative meth- 
ods starting in "every" z0 E D. In practice, I will take a grid 
of  1024 f 1024 points in D as z0. Also, I will use two dif- 
ferent regions: the rectangle Rb = [-2 .5 ,  2.5] x [ -2 .5 ,  2.5] 
and a small rectangle near the root e 2w//3 ( ~  --0.5 + 
0.866025i), the rectangle Rs = [ -0 .6 ,  -0 .4]  X [0.75, 0.95]. 
The first rectangle contains the three roots; the numerical 
methods  starting from a point in R b c a n  converge to some 
of  the roots, or perhaps diverge. However, Rs is near a root, 
so it is expected that any numerical method starting there 
will always converge to the root. 

In all these cases, I use a tolerance e = 10 - s  and a max- 
imum of 40 iterations. The three roots are denoted by (k = 
e 2k'n'i/3, k = 0, 1, 2, and ~b is the iterative method to be used. 
Then, I take z0 in the corresponding rectangle and iterate 
Zn+l = 4'(zn)up to ]Zn - (k[ < e f o r k  = 0, 1 or2.  I f w e  have 
not obtained the desired tolerance with 40 iterations, I do 
not continue, but declare that the iterative method starting 
at z0 has failed to converge to any root. 

With these results, combining f and f *  with Rb and Rs, 
I compiled four tables. In them, the methods are identified 
as follows: Nw (Newton),  NwM (Newton for multiple 
roots), CaWh (convex acceleration of  Whittaker), DcaWh 
(double convex  acceleration of  Whittaker), Ha (Halley), Ch 
(Chebyshev), CaN/sH (convex acceleration of  Newton or 
super-Halley), Stir (Stirling), Steff (Steffensen), Mid (mid- 
point), Tr-Os (Traub-Ostrowski), Ja (Jarratt), IfJa (inverse- 
free Jarratt). 

For each of  them, I show the following information: 

�9 Ord: Order of  convergence. 
�9 Eft: Efficiency index. 
�9 NC: Nonconvergent  points, as a percentage of  the total 

number of  starting points evaluated (which is 10242 for 
every method). 

�9 I/P: Mean of  iterations, measured in iterations/point. 
�9 T: Used time in seconds relative to Newton's method 

(Newton = 1 ) .  

�9 P / S :  Speed in points/second relative to Newton's method 
(Newton = 1 ) .  

�9 I / S :  Speed in iterations/second relative to Newton's 
method (Newton = 1 ) .  

'able 2. Function f and rectangle R~ 'able 4. Function f* and rectangle R 

Ord Eft NC I /P T P/S I /S 

Nw 2 1.41 0 2.97 1 1 1 Nw 

NwM 2 1.26 0 2.97 1.1 0,910 0.910 NwM 

CaWh 2 1.41 0 3.23 1,39 0.719 0.781 CaWh 

DcaWh 3 1.44 0 2 1.1 0.911 0.613 DcaWh 

Ha 3 1,44 0 2 1.03 0.974 0.656 Ha 

Ch 3 1.44 0 2 0.914 1.09 0,737 Ch 

CaN/sH 3 1.44 0 2 1.06 0.946 0.636 CaN/sH 

Stir 2 1.41 0 4,15 1,36 0.733 1.02 Stir 

Steff 2 1.41 0 3.44 1.42 0.706 0.82 Steff 

Mid 3 1.44 0 2 0,898 1.11 0.749 Mid 

Tr-Os 4 1.59 0 1.96 0.925 1.08 0.714 Tr-Os 

Ja 4 1.59 0 1.96 0,928 1.08 0.712 Ja 

IfJa 4 1.59 0 1.99 0.969 1.03 0.690 IfJa 

Ord Eft NC l ip  T P /S I /S 

2 1.41 0 2.97 1 1 1 

2 1.26 0 2.97 1.50 0.666 0.666 

2 1.41 0 3.22 1.67 0.599 0.649 

3 1.44 0 2 1.13 0,883 0.594 

3 1.44 0 2 1.10 0.906 0.61 

3 1.44 0 2 1.06 0,944 0.636 

3 1.44 0 2 1.12 0.895 0.602 

2 1.41 0 4.13 1.38 0,724 1.01 

2 1.41 0 3.43 1.06 0.945 1.09 

3 1.44 0 2 1.02 0,979 0.659 

4 1.59 0 1.96 0.909 1.1 0.727 

4 1.59 0 1.96 1.04 0.959 0.634 

4 1.59 0 1.99 1.05 0.955 0.639 
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To cons t ruc t  the tables,  I used  a C +  + p rogram in a 
Power  Macintosh  8200/120 computer .  In the  tables,  I show 

the t ime and speed  relat ive to Newton ' s  method,  so that  
this will be approx imate ly  the  same in any other  computer�9 
In our  computer ,  the absolute  values  for  Newton 's  me thod  

are the  following: 

�9 For  Table 1, 137�9 sec, 7627.86 pt/sec and 57336�9 it/sec. 
�9 For  Table 2, 59.1667 sec, 17722.4 pt/sec and 52610.2 it/sec. 

�9 For  Table 3, 410.683 sec, 2553.25 pt/sec and 20870.6 it/sec. 
�9 For  Table 4, 150.083 sec, 6986�9 pt/sec and 20737 it/sec. 

In any case, a compute r  p rogramming  language that  per-  
mits  dealing with  opera t ions  with complex  numbers  in the 

same way  as for  real  numbers  (such as  C+  + or  For t ran)  

is highly recommended .  
With r e spec t  to the t ime measurements ,  it is impor tan t  

to note  that, for  each  i terat ive method  Zn+l = &(Zn), I have 
wri t ten  genera l  p rocedures  appl icable  to generic f and its 

derivatives.  That  means,  for  instance,  tha t  when I use  f* ,  I 
�9 . . f * ( z )  

do not  s implify any fac tor  m ~ .  Also, if a subexpress ion  

of  ( f*) '  has  a l ready  been  compu ted  in f *  (say, s in(z))  in 
the generic  p rocedure  to evaluate  f ,  i ts  value is not  used, 
but  compu ted  again, in the p rocedu re  that  ca lcula tes  

generic  f ' .  If  we  were  in teres ted  only in a par t icu lar  func- 
t i o n f  (or  if we wan ted  a figure in the  fas tes t  way), it would  

be poss ib le  to modify  the p rocedure  that  i tera tes  Zn+l = 
r  for f ,  adapt ing  and simplifying its express ion.  

Now, let  us  go back  to the  o ther  ta rge t  of  this paper:  to 

compare  the  fractal  p ic tures  that  appea r  when we apply  
different  i terat ive methods  for  solving the same equation 

f ( z )  = O, where  f is a complex  function. 
Figures  1 to 12 show the p ic tures  that  appea r  when we 

apply  the  i terat ive methods  to fred the  roo ts  of the func- 
t ion f ( z )  = z 3 - 1 in the  rec tangle  Rb. I have used s t ra tegy 

(iii) desc r ibed  in the introduction�9 Respectively,  I assign 
cyan, magenta ,  and  yel low for the  a t t rac t ion  bas ins  of  the 
three  roo ts  1, e 2v//3, and e 4n//3, l ighter  or  da rker  according  

to the number  of  i tera t ions  needed  to r each  the roo t  with 
the f ixed prec i s ion  required. I mark  with b lack  the poin ts  
Zo E R b for which  the cor responding  i terat ive method  start-  

ing in z0 does  not  reach  any roo t  with to le rance  10 -3  in a 
max imum of  25 i terations.  

In the final sec t ion  of  this article, I show the p rograms  
that  I have used  and similar  ones  that  a l low us to genera te  

both  gray-scaled and color  figures. Of course,  it  is a lso pos-  
sible to use  the  funct ion f *  or  the  small  rectangle  Rs (or  
any o ther  funct ion or  rectangle);  this will  only require small  

modif ica t ions  to the  programs.  
Although an ord inary  p rogramming  language is typical ly  

hundreds  of  t imes  faster,  to genera te  the  p ic tures  it  is eas- 
ier  if we employ  a compute r  package  with  graphics  facili- 

ties, such us Mathematica,  Maple, or  Matlab. The graphics  
that  I show here  were  genera ted  with Mathemat ica  3.0 (see 

[20]); in the  nex t  section, I show the p rog rams  used to ob- 
tain the figures. 

Note that  bo th  Traub-Ostrowski ' s  me thod  and Jar ra t t ' s  
me thod  for f ( z ) =  z 3 - 1  lead to the  i terat ive funct ion 

1 + 12~+54z6+ 1 4 z  9 

(~(Z)- 6z2+42z5+33z 8 . Hence the fractal  f igure for  both  

of  them is the same (Figure 11), and the same  happens  for 
the da ta  of  Tables 1 and 2. 

The tables  and the figures provide  empir ica l  data. F rom 

them, and the indicat ions  given here, we can  guess  the  be- 
havior  and suitabil i ty of  any method  depending  on the cir- 
cumstances .  This is good  entertainment .  

Stirling's and Steffensen 's  methods  are  a case  apart.  
First ,  they are  the mos t  demanding  with r e spec t  to the  ini- 

t ial  poin t  (in the tables,  see  the percen tage  of  nonconver-  
gent  points; in the  figures, see the  b lack  areas) .  And, sec- 

ond, in their  graphics,  the  symmet ry  of  angle 2~r/3 that  we 
observe  in the  o ther  me thods  does  not  appea r  (with respec t  

to symmet ry  of  fractals,  see  [1]). 

Mathematica Programs to Get the Graphics 
In this  section, I expla in  how the figures in this  ar t ic le  were  

generated.  To do this, I show the Mathemat ica  [20] pro-  
grams used. 

First,  we  need  to define function f and  its derivatives.  

This can be done by  using f [ z _ ]  : = z ^ 3 - 1 ,  
d f [ z _ ]  : = 3 " z ^ 2  a n d  d 2 f [ z  ] : = 6 * z ,  but  it  is fas ter  
if we use the compi led  vers ions  

f=Compile[{{z,_Complex}}, z^3-1] ; 

df =Compile[{{z,_Complex}}, 3"z^2] ; 

d2f =Compile[{{z,_Complex}}, 6*z] ; 

Of course,  any o ther  function, such as f * ( z ) =  
{s in(z)~ .  3 

exp [ ~ - )  (z - 1), can be  used. 

The three  complex  roo ts  o f f  are 

Do[root[k] :N[Exp[2*(k-1)*Pi*I/3] ] , 

{k, i, 3}] 

I use  the fol lowing p rocedure  which identif ies  which 

roo t  has  been  app rox ima ted  with a to le rance  of  10-3, if any. 

rootPosition = Compile [ { {z,_Complex} }, 

Which[Abs[z-root[l]]< i0.0 ^ -3), 3, 

Abs[z - rootf [2] ] <10.0^(-3) 2, 

Abs[z - rootf [3] ] <10.0^(-3) i, 

True, 0 ] , 

{ {rootf [_] , _ Complex} } 

] 

We must  define the  i terat ive methods,  that  is, the  dif- 

ferent  zn+l  = r Fo r  Newton ' s  method,  this  would  be 

iterNewton : Compile [ { {z,_Complex} }, 

z-f[z]/df[z]] 

and, for Halley's  method,  

iterHalley = Compile [ { {z,_Complex} }, 

Block[{v:df[z]}, z-l.0 / (v/f[z] 

- (d2f[z])/(2.0*v) ] 
] 

(observe  that  an ex t ra  var iable  v ~s used so as  to  evaluate  
d f  [ z ] once only). The p rocedure  is s imilar  for  all the  o ther  

me thods  in this paper�9 
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The algori thm that  i te ra tes  the  function i t e r M e t h o d  to 
see  if a root  is r eached  in a max imum of l i r a  i tera t ions  is 
the  following: 

iterAlgorithm [ iterMethod_, x_, y_, lim_] : : 

Block[{z,ct,r], z =x+y I; ct = 0; 

r = rootPosition[z] ; 

While[(r =: 0) && (ct<lim), 

++ct; z = iterMethod[z] ; 

r = rootPosition[z] 

]; 

If[Head[r] == Which, r = 0] ; 

(* "Which" unevaluated *) 

R e t u r n  [ r ]  
] 

Here,  I have taken into account  that  somet imes  Mathe- 
mat ica  is not  able to do a numer ica l  evaluat ion of  z. Then 

it cannot  assign a value for  r in r o o t P o s i t i o n .  Instead,  
it re turns  an unevaluated  Which .  Of course,  this  corre-  

sponds  to  nonconvergent  points .  
We are  going to use a limit of  25 i terat ions and the com- 

p lex  rectangle  [ -2 .5 ,  2.5] • [ -2 .5 ,  2.5]. To do this, I define 
the  fol lowing variables:  

limIterations : 25; 

xxMin:-2.5; xxMax: 2.5; 

yyMin: -2.5; yyMax= 2.5; 

Finally, I defme the p rocedu re  to pa in t  the figures ac- 
cording  to s t rategy (i) desc r ibed  in the introduction.  White, 

33% gray and 66% gray are  used  to identify the  a t t rac t ion  
bas ins  of  the three  roo ts  1, e 2~//3 and e 4~/3. The poin ts  for  

which  the i terat ive method  does  not  reach any roo t  (with 
the  des i red  to lerance  in the  max imum of  i tera t ions)  a re  pic-  

tu red  as  black. The var iable  p o i n t s  means  that, to gener-  
ate the  picture,  a p o i n t s  X p o i n t s  grid mus t  be  used. 

plotFractal [iterMethod_, points_] :: 

DensityPlot [iterAlgorithm[iterMethod, 

x,y, limIterations] , 

{x, xxMin, xxMax}, {y, yyMin, yyMax}, 

PlotRange--~ {0,3}, PlotPoints--~points, 

Mesh---> False 

] / / Timing 

Note that / / Timing at the end allows us to observe the 

t ime that  Mathemat ica  employs  when plotFractal is 
used. 

Then a graphic is ob ta ined  in this  way  (the example  is 

a b lack-and-whi te  vers ion of  Figure 1): 

plotFractal[iterNewton, 256] 

When we use the funct ions that  have been defined, over- 
f low and underf low er rors  can  happen  (for instance,  in 

Newton ' s  method,  f ' (z)  can be null and then we are  divid- 
ing by  zero, al though that  is not  the only problem).  Math- 
emat ica  informs us of  such c i rcumstances ;  to avoid  it, use  
the  fol lowing before  calling p l o t F r a c t a l :  

Off[General::ovfl] ; Off[General::unfl] ; 

Off [Infinity: :indet] 

Also, the prev ious  problems,  and some  others,  somet imes  

force Mathemat ica  to use a noncompi l ed  vers ion of  the 
functions.  Again, Mathemat ica  informs us of  that  circum- 
stance; to avoid it, use  

Off [CompiledFunction: :cccx] ; 

Off [CompiledFunction: :cfn] ; 

Off [CompiledFunction: :cfcx] ; 

Off [CompiledFunction: : cfex] ; 

Off [CompiledFunction: :crcx] ; 

Off [CompiledFunction: : ilsm] 

Perhaps  some  o the r  O f f are useful depending  on the func- 
t i o n f  and the complex  rectangle  used. 

To obta in  color  graphics,  I use a sl ightly different  pro-  
cedure to identify which  root  has  been  approximated;  this 

is done because  we  also want  to know h o w  many  i terat ions 
are necessa ry  to r each  the root. I use  the  following trick: 
in the output ,  the  integer  par t  co r r e sponds  to the root  and 

the fract ional  pa r t  is re la ted  to the  number  o f  i terat ions.  

it erColorAlgorithm [ iterMethod_, 

x_, y_, lim_] :: 

Block [{z,ct,r}, z=x+y I; ct:0; 

r = rootPosition[z] ; 

While[(r =: 0) && (ct<lim), 

++ct; z =iterMethod[z] ; 

r = rootPosition[z] 

]; 

If [Head[r] == Which, r = 0] ; 

(* "Which" unevaluated *) 

Return[N[r+ct/(lim+00.001)]] 
] 

To assign the in tensi ty  of  the color  of  a point,  I take into 
account  the  number  of  i terat ions used  to reach  the roo t  
when the i terat ive method  s tar ts  at  that  point.  I use cyan, 

magenta,  and  ye l low for the poin ts  that  reach,  respectively,  
the roots  1, e 2~r//3 and e4~r//3; and b lack  for  nonconvergent  

points.  To do this, I use 

colorLevel :Compile[{{p, Real}}, 

0.4*FractionalPart[4*p] ] 

and 

fractalColor[p_] := 

Block[{pp = colorLevel[p]}, 

Switch[IntegerPart[4*p], 

3, CMYKColor[0.6+pp,0.,0.,2*pp], 

2, CMYKColor[0.,0.6+pp,0.,2*pp], 

i, CMYKColor[0.,0.,0.6+pp,2*pp], 

0, CMYKColor[0.,0.,0.,I.] 

] 
] 

(In the internal  behavior  of  Mathematica ,  when  a function 

is going to be  p ic tu red  with D e n s i t y P l o t ,  it is sca led  to 
[0, 1]. However ,  i t e r C o l o r A l g o r i t h m  has  a range of  
[0, 4]; this  is the  reason  for using 4*p  in some  p laces  in 
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colorLevel and fractalColor. Also, note that col- 
o r L e v e l  can be changed to modify the intensity of  the col- 
ors; for other graphics, it is a good idea to experiment by 
changing the parameters  to get nice pictures.) 

Finally, a color  fractal will be pictured by calling the pro- 
cedure 

plotColorFractal[iterMethod_,points_] :: 
DensityPlot[ 

iterColorAlgorithm[iterMethod,x,y, 

limIterations], 
{x, xxMin, xxMax}, {y, yyMin, yyMax}, 

PlotRange-~ {0, 4}, 
PlotPoints-~points, Mesh-~False, 

ColorFunction-~fractalColor 

] // Timing 

For ins tance ,  

plotColorFractal[iterNewton, 256] 

is just Figure 1. 

Famil ies  of I terat ive  Me thods  
There are many iterative methods for solving nonlinear 

equations in which a parameter appears; one speaks of 
f a m i l i e s  of iterative methods. 

One of  the best-known is the Chebyshev-Halley family 

Zn+l = Z,, 1 + 2 ~ g - ~ z ~ )  ' 

with fl a real parameter.  These are order  3 methods for solv- 
ing the equation f ( z ) =  O. Particular cases are /3 = 0 
(Chebyshev's method),  fi = 1/2 (Halley's method), and/3 = 
1 (super-Halley's method). When fi --+ - %  we get Newton's  
method. This family was studied by W. Werner in 1980 (see 
[19]), and can also be found in [3, p. 219] and [10]. It is in- 
teresting to note that any iterative process  given by the ex- 
pression 

f ( Z n )  
z n + l  = z ~  f ' ( Z n )  H ( L / ( z ~ ) ) ,  

where function H satisfies H ( 0 ) =  0, H ' ( 0 ) =  1/2 and 
IH"(0)I < % generates an order  3 iterative method (see [8]). 
The Chebyshev-Halley family appears by taking H ( x )  = 1 + 
1 x 

2 1 - / ~ b :  �9 

A multipoint family (see [18, p. 178]) is 

f ( z n )  
Z n  + l ---- Z n  - -  _ _  

g(Zn)  

j[z + ~f(z)) -JIz) 
with g ( z ) -  ~ z )  a n d  /3 a n  arbitrary constant  

(/3 = 1 is Steffensen's method). Its order of  convergence is 2. 
An order  4 multipoint family was studied by King [14] 

(see also [3, p. 230]): 

z , ,+l  = z n  - u ( z , O  

f ( z n  - u ( z n ) )  f ( z n )  + / 3 f ( Z n  - U(Zn))  

f ' ( Z n )  f ( z n )  + (/3 - 2) f(zn - u ( z , , ) )  ' 

where/3 is an arbitrary real number  and u ( z )  = f(z) f~(~. Traub- 
Ostrowski 's  method is the particular case/3 = 0. 

Finally, here is another  order 4 multipoint family: 

1 + / 3 h ( z n )  3 
z n + l  = Zn  -- U(Z~,) + ~ u ( z . , ) h ( z . )  

1 + (~+/3)h(z , , ) '  

where /3 is a parameter  and u, h denote u ( z )  = atz) and 

h ( z )  - s'(z - ~.u(z)) - f ' ( z )  Here, for/3 = 0, we get Jarratt's method 
f'(z) 

(actually, in [12] a different family appears; the method that 
I am calling Jarratt 's  method is a particular case of  both 
families). For /3  = -3/2,  we get the so-called inverse-free 
Jan 'at t ' s  method. 

Uniparametric iterative methods offer an interesting 
graphic possibility: to show pictures in movement.  We take 
a fixed function and a fixed rectangle, and we represent 
the fractal pictures for many values of  the parameter.  This 
then generates a nice moving image that shows the evolu- 
tion of  the fractal images when the parameter  varies. Un- 
fortunately, it is not  possible to show moving images on pa- 
per. To generate them in a computer,  one can use small 
modifications of  the Mathematica programs from the pre- 
vious section, using also the Mathematica commands  An-  
i m a t e  or  ShowAnimation. Later, it is possible to export  
these images in Quick-Time format (so that Mathematica 
will not  be necessary for seeing them). Of course, this re- 
quires a large quantity of  computer  time, but as computers  
become faster and faster this is less of  a problem. 
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